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Abstract

This thesis demonstrates a practical solution to the problem of effective observation of time-

varying phenomena using a network of robotic telescopes. The best way to place a limited number

of observations to cover the dynamic range of frequencies required by an observer is addressed. An

observation distribution geometrically spaced in time is found to minimise aliasing effects arising

from sparse sampling, substantially improving signal detection quality. Further, such an optimal

distribution may be reordered, as long as the distribution of spacings is preserved, with almost no

loss of signal quality. This implies that optimal observingstrategies can retain significant flexibil-

ity in the face of scheduling constraints, by providing scope for on-the-fly adaptation. An adaptive

algorithm is presented that implements such an optimal sampling in an uncertain observing en-

vironment. This is incorporated into an autonomous software agent that responds dynamically

to changing conditions on a robotic telescope network, without explicit user control. The agent

was found to perform well under real-world observing conditions, demonstrating a substantial im-

provement in data quality for this mode of observing. As an example of an observing programme

performed in the classical visitor mode of a non-robotic telescope, a survey of temporal stellar

variability in the 13 Myr-old cluster h Persei is described.The inherent problems of such an ob-

serving programme are explored. Nevertheless, a significant fraction of the cluster members are

found to be variable. Importantly, these variable members are found to lie almost entirely below

the radiative-convective gap, suggesting a possible link between the change in energy transport in

the stellar core and the topology of the surface magnetic field.
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Chapter 1

Introduction

1.1 The rise of robotic telescopes

A simple definition of a robotic telescope is a telescope thatcan make observations without explicit

human control. It is robotic in the sense that its low-level behaviour is automatic and computer-

controlled. Such a telescope is typically run under the control of a scheduler, which provides

high-level control by indicating astronomical targets forobservation. The scheduler itself may be

highly automated, as in the case of the Liverpool Telescope (Steele et al., 2004), using sophis-

ticated optimisation algorithms to determine the best observations to make in real-time. Other

robotic telescopes are scheduled in a simpler manner, and are subject to an external plan provided

at the start of each night by a human astronomer. They are considered robotic only insofar as

individual observations are carried out automatically. The privately operated commercial Tenagra

II telescope1 is a modern example of such a system.

The field of robotic telescopes has a long and venerable history. Around 1965, the Wiscon-

sin Automatic Photoelectric Telescope, an 8-inch reflectorcoupled to a PDP-8 computer with 4KB

of memory, was capable of making a number of operational safety decisions based on external sen-

sor data. Once programed with the list of targets, the telescope was capable of running unattended

for several days at a time, shutting down with the dawn or inclement weather (McNall et al., 1968;

Code, 1992). At around the same time the 50-inch Kitt Peak Remote Controlled Telescope also

came into operation, managed by a control centre 90km away inTucson, Arizona. In this case

scheduling was provided by a (graduate student) operator who would manually set the observation

programme at the beginning of each night, and then periodically monitor the performance of the

telescope as the run progressed (Maran, 1967).

The motivations that have driven the development of roboticobserving systems are myr-

iad. The pioneers of the field were motivated by a desire to improve observing efficiency and

to alleviate the tedium associated with long term monitoring projects. Even in those early days,

the benefits of real-time data processing were apparent. Colgate et al. (1975) used a microwave

link to connect an automated 30-inch telescope at a remote mountain location with the significant

computer resources located 30km away at the main universitycampus of New Mexico Tech. This

1http://www.tenagraobservatories.com
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was driven by a need for real-time processing to identify supernovae quickly, in order to acquire

follow-up spectra as early in the lightcurve as possible (Colgate et al., 1975).

1.2 Advantages of robotic telescopes

1.2.1 Speed

The theme of removing the human from the loop to allow faster observation response time has

continued into the present day. Modern time domain astrophysics has successfully harnessed the

speed advantages of robotic observing, perhaps most successfully in the study ofγ-ray bursts

(GRBs), where very early slews to target have led to significant advances in our understanding

of these extreme events. For example Vestrand et al. (2005) were able to acquire unprecedented

early lightcurve information for GRB041219a by automatically responding to an alert broadcast

by the INTEGRAL satellite (Gotz et al., 2004), initiating the first exposure with their ground-based

network RAPTOR within 8 seconds of receiving the message.

1.2.2 Automating the routine

Simple automation works well for telescopes with relatively static, long term observing pro-

grammes, such as dedicated survey instruments. One such is the Carlsberg Meridian Telescope

(Helmer & Morrison, 1985), built in 1952 and initially operated in Denmark. In 1984 the tele-

scope was moved to La Palma and fully automated. Driven by efficiency and cost considerations,

the telescope was upgraded for remote operation in 1997. This setup obviated the need for an ob-

server to be constantly present at the telescope, an unnecessary overhead for such a well-defined

observing process (Evans, 2001).

1.2.3 Remote and extreme environments

If an observing site is very remote then there may be limitations on network bandwidth and site per-

sonnel which can make a robotic telescope desirable. The ROTSE-III telescope network comprises

four telescopes strategically sited across the globe in Australia, Texas, Namibia and Turkey. Al-

though situated close to existing observatories for maintenance purposes, the remote nature of the

sites dictates an automated observation strategy with datareduction taking place at the telescopes

themselves. Image files are stored locally until the disk is filled, when it is manually swapped out

(Yost et al., 2006). This approach works particularly well when the science goals of the instrument

are focussed enough to naturally give rise to relatively simple telescope schedules. In the case of

both ROTSE and RAPTOR, alerts from the GCN gamma-ray burst network (Barthelmy et al.,

2000) trigger override observations, enabling these telescopes to pursue their primary science ob-

jectives. For the vast majority of the time when a GRB is not occurring, however, these telescopes

perform systematic sky surveys, building temporal maps of the sky for variability analysis, and

looking for interesting or unusual transient phenomena (Woźniak et al., 2004).

The advantages conferred by making a remote observatory robotic are accentuated when

that site is in addition located in an extreme environment. The Antarctic plateau is one such
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environment. During the winter months, the ambient temperature drops below−60◦C, low enough

to present significant difficulties for human instrument operation (Ashley et al., 2004). Under these

conditions, a robotic telescope is likely to be cheaper, more reliable and more efficient than an

equivalent non-robotic counterpart.

1.2.4 High volume observing

The sheer volume of observations that may be acquired by a relentless robotic observer such

as RAPTOR marks a particular niche which has been exploited to perform novel science. The

Thinking Telescopes project (White et al., 2006), an expansion of the original RAPTOR design

goals, seeks to leverage the potential wealth of information buried in the dataset of night-to-night

observations by applying artificial intelligence techniques to identify trends and anomalies in the

data. In this case the project seeks to maximise scientific return on the instruments by deriving

interesting secondary science from the data.

The SuperWASP project is an example of a wide-field survey instrument that takes advan-

tage of high volume observations. It aims to detect transiting extra-solar planets by monitoring

the varying fluxes of large numbers of bright stars (V < 13). Horne (2003) estimated that roughly

1000 hot transiting planets with masses of the order of Jupiter would be observable at a limiting

magnitude ofV < 13 (corresponding to a search depth of around 400 pc), and that wide angle

planet searches could expect to discover 3–10 planets/month. Wide, shallow searches have the

advantage that candidates are excellent targets for high-precision radial velocity followup, but the

bright limiting magnitude dictates extremely wide fields ofview, with only 2–3 objects expected

per 10◦ by 10◦ field (Horne, 2003). The SuperWASP instrument comprises eight 200 mm camera

lenses, each with a 7.8◦ by 7.8◦ field of view. Observations, including exposure, slew and readout

times, take around a minute each and generate 8.4 MB of data per image (Smith et al., 2006). Thus

it was a requirement that the entire observing process be largely automatic, including the use of a

custom real-time data reduction pipeline to deal with the huge volume of incoming data.

Unfortunately, after the first observing season the projectsaw no detections with signal-to-

noise> 10. This is believed to be due to the presence of correlated ‘pink’ noise in the dataset,

which was not considered by Horne (2003). Simulations indicate that extending the time series

of the same fields by another season will enable detections tobe confirmed, albeit at a lesser rate

than had been originally hoped (Smith et al., 2006).

1.3 The robotic observing paradigm

One interesting consequence of automating a telescope system is that the observing paradigm is

altered. In a traditional observing run, an astronomer is allocated a block of time on a specific

telescope. He travels to the remote telescope site and remains there for a period of some days,

using the instrument to try to acquire the observations he requires. If the weather is poor, the

seeing bad, or the observations interrupted by target of opportunity requests (typically overrides

for fast transient phenomena such as supernovae or GRBs) then the astronomer is unable to use

some fraction of his allotted time, and must make the best of what observations he was able to
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obtain. There is a finite risk that he will not accrue enough data of sufficient quality to adequately

address his science problem. In this case he effectively leaves empty-handed. Regardless, the total

length of the baseline of his observations may not be longer than the length of the allocated run.

In the robotic observing paradigm, these constraints are relaxed. Time on a network such

as Robonet (Bode et al., 2004) is typically allocated per semester on the basis of scientific merit

as a number of hours of on-sky time, not tied to any particulardate. An observer submits an

observation request or sequence of requests over the Internet and then simply waits. Whether

or not an observation takes place is at the discretion of the controlling scheduler, whether this is

implemented by a human or software. This has a number of consequences, described below.

1.3.1 Charging for time

Time is only debited if it is actually used. If an observationtakes place, the time allotment of the

user who requested that observation is debited accordingly. This means that as long as the obser-

vations are requested and scheduled before the expiry time specified by the telescope allocation

committee (TAC), which is typically the end of a semester, then theobservations are implicitly

guaranteed to take place. The model does not explicitly manage the possibility of being systemat-

ically weathered out and thus leaving empty-handed. An alternative formulation of this principle is

thata user is only charged for the time they have used. This change in the nature of the observing

risk arises because the telescope scheduler has much greater flexibility with regard to placement

of individual observations than in the traditional observing scenario. Because multiple users are

scheduled in an interleaved fashion throughout the observing season, the risk of failures is spread

across all users. This is particularly important because such failures are generally correlated in

time, for example because of poor weather or instrument failure, which will render consecutive

blocks of time unusable.

Note that while users gain by the guarantee of equitable charging, the service provider car-

ries the cost of service downtime. In the traditional model,by the end of the semester all time will

have been been accounted for, one way or another. Observations either took place, or they did not.

In the robotic paradigm, a user with an allocated number of hours may make the reasonable as-

sumption that their observations will happen at some point during the semester, and they will have

a fair chance at the observations despite the presence of other, perhaps higher priority scientific

programmes also allocated. Thus the provider must either ensure the load on the telescope closely

matches the predicted availability of the service, or must explicitly disclaim any guarantee that

the observations will actually happen, or must seek to manage the risk between allocated projects

in some more explicit fashion. For example,service mode observations at the European South-

ern Observatory’s (ESO) Paranal facility in Chile, while not technically robotic, share a number

of similarities with the robotic mode. Around 60% of the observations at the Very Large Tele-

scope (VLT) in service mode are performed by a support astronomer at the telescope without the

presence of the principal investigator of the scientific proposal (Comerón et al., 2006). The like-

lihood that the observations will be performed is determined by the proposal’s priority ranking,

as defined by the VLT TAC. Observations with priority ‘A’ are guaranteed to take place if at all

possible. Priority ‘B’ observations only take place if there is no higher priority observation that is
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applicable, but are considered likely to happen before the end of the semester (when the proposal

will be terminated if not completed). Finally, category ‘C’represents low priority observations.

These generally have less stringent observational constraints and so may be used to fill gaps in

the observing schedule. By pulling observations from thesethree pools as circumstances dictate,

the schedule may be optimised towards the dual concerns of high scientific priority research and

efficient use of the resource (ESO, 2004).

1.3.2 Non-consecutive observations

Since no observer need be physically present at the telescope, there is no requirement that observa-

tions occur in a single consecutive block of time2. This allows the somewhat peculiar scenario of

an extended run length without a corresponding increase in the number of observations. If the run

is concerned with acquiring signal information from a target, for example to determine the period-

icity of a variable star, then an observer may take advantageof this feature of robotic observing to

extend the baseline of the dataset, typically to obtain sensitivity to longer periods or to confirm a

periodic modulation through repeated observations. However extending a run in this way reduces

the fidelity of the sampling, and it is common for such observing runs to enter an undersampled

regime, where the number of observations, if equally spacedacross the duration of the run is less

than the minimum number required for Nyquist sampling of thesmallest period of interest. The

practical question of how to deal with this situation is the subject of much of the present work, and

is discussed in detail in Chapter 3.

1.3.3 Self-referential observing

An observer can at any time change his observing strategy based on the success or failure of

observations that have been submitted to the robotic telescope(s) so far. Although the total amount

of observing time available is normally static, the number of observations that may berequested

is generally unlimited. Thus a valid strategy for a robotic telescope observer is to vary the request

frequency dynamically in response to the success or failureof earlier observations. As we shall

see in Chapter 4, this can be used to improve a user’s observing chances.

1.3.4 Multiple telescopes

Perhaps the most exciting feature of automated telescopes,whether fully robotic or operating

in service mode, is that they exhibit emergent observational properties when a number of such

telescopes are connected together in a network. For example, the diurnal sampling problems

that plague single-site observations of periodic variables can be avoided if an observer can acquire

data from a second, geographically distant site. Continuous monitoring projects such as the Whole

Earth Telescope (Nather et al., 1990) and the BiSON network for solar observations (Chaplin et al.,

1996) indicate the success of this approach. Another advantage of a robotic telescope network is

2Of course, there may be science requirements that dictate temporally close observations. For example standard star
observations are typically made as close as possible to observations of the science target.
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the ability to make contemporaneous observations, with both similar and different instruments

(e.g. one might desire object spectra in addition to photometric measurements in several filters).

1.4 Disadvantages of robotic telescopes

1.4.1 Scheduling complexity

The main disadvantage of a robotic system is that automationrequires work. The more sophisti-

cated the degree of autonomy exhibited by the telescope, thegreater the amount of work required

to enable that functionality. A human astronomer performing a classical observing run on La

Palma, for instance, has maximum control of the details of his observation. There is no scheduler

to decide what he should or should not observe — his time has been block-allocated, and the only

external scheduling consideration that could affect observations would be a rare target of oppor-

tunity override request. In a robotic system, the design andimplementation of the scheduler is

probably the single largest factor affecting performance. Dispatch scheduling, as used in state-of-

the-art robotic systems such as the Liverpool Telescope (Fraser & Steele, 2004) and the STELLA

robotic observatory (Granzer, 2004) is perhaps the most sophisticated scheduling approach at-

tempted in astronomy thus far. Such systems typically seek to model observational parameters

in terms of weighted merit functions, combining these functions in such a way as to enable an

unambiguous best course of action for the telescope at any given time.

The simple notion of a ‘best’ course of action belies the deepcomplexity of this kind of

problem. A robotic system is typically aiming to maximise a number of long-term goals, such as

total observation throughput, fair allocation of observing resources amongst users, or completion

of high-priority science programmes. But on an observation-by-observation basis, there are many

short term goals that may be desirable: quality of data, for example, may depend on airmass and

proximity of the target to the moon or other celestial object, as well as the current seeing. There

are also operational constraints. Because slewing to a new target takes time, many schedulers

implement some kind of slew-time merit, which penalises targets which are distant from the tele-

scope’s present position. This minimises the fraction of the time the telescope spends slewing (and

not on sky) and helps to avoid pathological behaviour such as‘thrashing’ of the telescope between

widely separated targets. The general behaviour of most schedulers is governed by anobjective

function, which is a mathematical expression that encompasses the set of constraints the scheduler

seeks to optimise.

More sophisticated scientific constraints may also exist when the observation is considered

in the context of others in the same science programme. A monitoring campaign for a doppler

imaging target requires dense, evenly distributed observations in rotational phase space (Vogt et al.,

1987). On the other hand for a variability search where the rotation rate of the target is not known

and there is a wide range of possible periods, a geometric spacing of observations provides the

best way to evenly spread sensitivity to periods (Saunders et al., 2006b). These sorts of observing

programmes are among the most challenging to implement successfully for dispatch schedulers.

More generally, a science programme which is nearing completion may be more of a pri-

ority, because significant resources have already been expended on the acquisition of this dataset,
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and it may be useless unless all observations are completed.Although superficially similar to

the fallacious logic of the sunk cost fallacy (encapsulatedin the idiom ‘throwing good money

after bad’), this behaviour is in fact rational, if there arereasonable grounds for believing the pro-

gramme can be completed, and if no alternative observing strategy would produce a higher return

from the remaining time available. In terms of scientific payoff, the value of those final observa-

tions is much higher, given that the previous observations have been acquired. Handing in a thesis

generates a large amount of value for the submitter, given the time invested in the research. On

the other hand it may be that the data remain useful even though the dataset is (from a request

standpoint) incomplete. Perhaps the observer asked for more time than was actually required, or

part of the science question is still answerable. Adequately solving context-sensitive questions of

this type remains a classic open problem in artificial intelligence (see for example Bratko, 1990,

Ch. 14, and references therein).

Difficult questions also arise when observing programmes have relatively broad timing con-

straints. Consider the following scenario. A high-priority observation must be made. It is accept-

able to perform the observation at any point in an eight-hourwindow, but the best location of the

target in the sky will be near the end of the window. It is clearnow, and the load on the telescope

is relatively low. Should the telescope schedule the observation now, or wait and gamble on a

potentially superior observation, risking possible bad weather or increased load?

The complexity of these issues has lead most scheduling implementations to make drastic

simplifying assumptions in order to keep the real-world operational problem tractable. The Liv-

erpool telescope scheduler, for example simply ignores long-term constraints. Whenever an ob-

servation can be made, the scheduler looks at the list of candidate requests, calculates the current

observing merit of each potential pending observation, andselects the highest scoring observation.

Fraser (2006) notes that although simple and robust, this type of simple dispatch model can only

evaluate local optimisations, and there is no guarantee that the global solution arrived at by this

method is in any way optimal. The STELLA system of Granzer (2004) provides some relatively

sophisticated merit functions including phase coherence and an ‘after-pick’ merit for limiting cy-

cles (these are analogues of the eSTARS andN metrics described by Saunders et al. (2006a), and

explained in more detail in Chapter 3). However the scheduler does not attempt to apply these

merits itself — the parameters required for their correct formulation are left to be configured by

the user. This makes the system very flexible, but at the priceof requiring the user to supply

optimised observation requests.

1.4.2 Interface limitations

One might argue that handing astronomers the responsibility for creating and managing favourable

observing requests is reasonable. After all, astronomers are the experts with respect to their sci-

ence, and have traditionally been entirely responsible forthe choice and manner of their obser-

vations. However, in a dispatch scheduling context this is asubtle misrepresentation of the true

situation, because full scheduling control hasnot been returned to the astronomer. Only high

level decisions are off-loaded by dispatch schedulers; they are still responsiblefor determining all

telescope-specific constraints, and only the telescope canknow what the global request load looks
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like. In addition the priorities of the facility, while hopefully in sympathy with those of individual

users, are not in general the same. Thus the interaction of the scheduler and the astronomer be-

comes the critical limiting point in the system. This is where the translation of what the astronomer

needs into terms a scheduler can understand takes place. Thelevel of sophistication of the system

as a whole is largely driven by the richness of this interface. As a corollary, one could say that

the degree of approximation that the interface enforces upon the precise communication of the

scientific requirement to the observatory directly determines the sophistication of the observations

that can be performed. An interface that only allows individual observations, or several equally

spaced in a series, does not contain the basic grammar required to specify an optimal geometric

series for undersampled variable star observations.

In the symbiotic ecology of robotic telescopes and their human observers a niche thus ex-

ists. While telescope systems evolve to better accommodatenew types of observations and require-

ments, and astronomers learn what kinds of science are easy or well-suited to remote observing

and bend their efforts in those directions, a third party able to communicate with the telescopes

to provide a service that astronomers need is a useful enhancement to the system. Such a higher-

level service enables the envelope of what is currently possible to be extended and tested without

immediate large-scale infrastructure or sociological change. The eSTAR project fills such a niche.

It aims to provide advanced client software to conduct some of the complex dialogues with tele-

scopes that are required to do some of the most interesting science desired by the astronomer.

Chapter 4 of this thesis concerns the implementation of one such system, an autonomous soft-

ware agent capable of running an optimised variable star observation programme without human

intervention.

1.5 Robotic telescope networks

1.5.1 Early networks

The idea of connecting a number of robotic telescopes together to create a global network is not

new. As early as 1988, researchers had begun to consider the potential of a global network of

robotic telescopes (Crawford, 1988). Crawford (1992) proposed the creation of a robotic network

consortium, and offered a number of different potential use models. Drummond et al. (1995) pro-

totyped a robotic telescope system called the Associate Principal Astronomer (APA), and claimed

the first implementation of a new observing paradigm, in which astronomers submitted observation

requests to a remote telescope by means of carefully craftedemails. The requests were written in

a specially-designed instruction set called ATIS, which provided a rather cryptic ‘magic-number’

based syntax by which observations could be specified (Boyd et al., 1993). The language was rich

enough to allow the specification of concepts such as observing groups and cadenced observations.

The APA itself was conceived as a parsing and scheduling tool, that acted to filter the incoming

observation requests and perform basic observation allocation. The system explicitly assumed a

human support astronomer, who was responsible for handlingthe fine details of adjusting or im-

proving the schedule, and of ensuring observation quality requirements were being met. However,

lack of funding and the loss of key project members meant thatthe project stagnated, and never
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received wide-spread adoption. Actual implementation of aglobal network was to stagnate for the

next ten years.

1.5.2 Homogeneous networks

It was not until the mid 1990s that the rate of appearance of robotic telescopes and semi-automatic,

service mode telescopes began to accelerate (Hessman, 2006a). Decreasing computational and

instrument costs, particularly CCD technology, meant thatthe construction of small automated

telescopes to address specific science cases became increasingly feasible. This situation has lead

to a not inconsiderable number of widely dispersed robotic telescope projects, each with access

to small numbers of telescopes, most funded to execute specific science directives. At the top end

of this group stand the research-grade robotic 2-metre observatories: the Liverpool Telescope on

La Palma in the Canary Islands, and the two Faulkes telescopes, one located on the Pacific island

of Hawaii, the other sited at Siding Springs in Australia. The smaller telescopes run the scientific

gamut, with science goals that include GRB detection, occultation surveys, transit photometry and

supernovae detection, among many others (Vestrand et al., 2002; Lehner et al., 2006; Christian

et al., 2006; Quimby et al., 2006).

1.5.3 The benefits of networking

There are clear scientific advantages to joining a network asan individual telescope operator,

or to connecting disparate project-specific networks together. Some of the advantages that can

be leveraged include resource sharing, better coverage of time-domain observations, improved

response times and follow-up capacity, and global efficiency gain across the network.

Naylor et al. (2006) described how the evolution of current robotic observing programmes

would benefit from the introduction of heterogeneous observing resources, by allowing many dif-

ferent types of instruments to be brought to bear on the problem. Enabling telescopes with different

instruments and capabilities to communicate amortizes theeffective cost of specialised hardware,

while increasing the range of science that can be performed with that hardware. This concept of

adding value is the same basic mechanism that governs the principle of trade or barter of goods

(“A voluntary, informed transaction always benefits both parties,” Smith, 1776).

Certain science cases benefit from the unique advantages of multi-site observations. Obser-

vation programmes requiring very good phase coverage or those particularly sensitive to aliasing

effects are greatly aided by the continuous coverage that a network can provide. Although a

number of such networks exist for specific projects, a general purpose network would make this

advantage accessible to any who could benefit from it, as a default property of the network. Thus

periodicity measurements that might previously have been made from a single site by observers

without dedicated instruments could be moved to the network, with substantial improvements in

data quality at no additional cost.

A general network of telescopes is ideal for rapid followup of transient targets. A network

with the capability to receive alerts from orbiting early-warning satellites such as Swift (Burrows

et al., 2005) or specialist ground based instruments like the Large Synoptic Survey Telescope
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(LSST) (Sweeney, 2006) can perform reliable, inexpensive followup observations with a large

range of available instrumentation.

Networks of telescopes with even a limited ability to trade time are able to to offload or

take on observations dynamically according to circumstances. This improves the global load-

balancing behaviour of the network. This technique is very broadly applicable, arising in problems

as diverse as bandwidth management of large computer networks, distribution of power across

the electricity grid, and the logistics of supply chains forindustrial goods (Foster & Kesselman,

1999; Østergaard, 2005; Erera et al., 2005). This potentialfor load-balancing is one of the ideas

that has driven interest in the concept of formalising the notions of supply and demand in this

telescope economy. Although several authors have proposedinitial concepts for how such an

economy might work (Etherton et al., 2004; Hessman, 2006a; Granzer, 2006; Steele et al., 2006),

a number of significant issues have yet to be resolved. In particular, the metaphor of telescope

time as a kind of currency, although appealing, may not be accurate. The basic notion is that an

observer is allocated a given number of hours on a particulartelescope network, and is then free

to trade that time in any way he sees fit. There are several problems with this model. Unlike

money, telescope time cannot be hoarded indefinitely. Neither does its value remain constant, or

even approximately constant. An observer can convert generic ‘time’ into pending observations

at any time, by making an observation request. Whether pending requests can or should be traded

is an open question. Pending observation times that are far in the future are intrinsically less

valuable than nearby times, which will be at a premium. Allocated time therefore becomes more

valuable as the date approaches, but that value drops to zeroif the date of the observation passes.

Another issue is the problem of ‘runs’ on a particular ‘currency’: if everybody in the network

wants one specific kind of time (perhaps an instrument or seeing constraint that is unique to a

single telescope), then in principle they could all trade their ‘local’ currency for that time, and thus

oversubscribe that resource at the expense of the rest of thenetwork. This is a pathological case not

only because it destroys the load-balancing properties of the network, but because as a result of the

over-subscription the value of the traded time drops in realterms. The likelihood of an observation

on this telescope succeeding falls (because it is too busy),and some number of ‘customers’ are

likely to be dropped. These issues arise because the generalisation of ‘telescope hours’ is too

broad, and there is an implicit assumption that if hours are available, they can be redeemed to

produce real observations. Note especially that unlike money, these observations are not generic

— they are specific. Eight hours of time on Robonet only has value if it can be redeemed for eight

hours of observations of an object of interest, with the minimum observing conditions required

for the execution of the science programme. Additionally, scientific value may be predicated on

all the observations being performed, or observations placed at a specific cadence, and so on —

the list is limited only by the creativity of the science cases that can be proposed. No satisfactory

system has yet been advanced that can successfully accurately map resource availability to science

problems, which is ultimately the only way to measure the success of the scheme. Fundamental

work remains to be done in this area before any kind of market economics can be implemented

successfully for robotic telescope networks.
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1.5.4 Interoperability - building heterogeneous networks

A willingness to tackle the challenges and a shared desire for interoperability within the field lead

to the formation of the Heterogeneous Telescope Network (HTN) consortium in July 2005. As

well as providing a specialised forum for discussion and knowledge transfer between interested

parties in the field, the HTN has three explicit aims (Allan etal., 2006):

1. Interoperability between robotic telescope networks.

2. Interoperability with the Virtual Observatory for eventnotification.

3. Establishment of an e-market for the exchange of telescope time.

The most common way of enabling interoperability between projects is through standardisa-

tion, and this is the primary focus of the HTN’s work. Allan etal. (2006) defined a simple,

implementation-neutral protocol that defines the interface that an HTN-compliant telescope is re-

quired to present to the network, and a standard set of transport protocols (Allan et al., 2008) are

also specified. The standard was deliberately designed to belargely optional, in order to make the

process of joining the network as easy as possible. A minimumHTN interface need only imple-

ment two phases of message dialogue: the exchange of the observation request and accompanying

response, and the data return step. These mandate the use of aspecific XML-based communication

language, RTML (Pennypacker et al., 2002; Hessman, 2006b),which defines the set of standard

terms required to describe telescope instruments and capabilities and to process observations.

1.5.5 Non-robotic networked telescopes

Although it is often generally assumed that a telescope network like the HTN should be based

around robotic hardware to allow the system to behave in as automated a fashion as possible,

this is not actually arequirement. In principle any dynamically scheduled telescope could accept

observation requests or alerts from the network. This is particularly true for observatories that run

primarily in service-mode, such as GEMINI and the VLT, or newer telescopes such as the 9 m

Hobby-Eberly Telescope (Hill, 2000) and the 10 m South African Large Telescope (Stobie et al.,

2000), which run entirely in service mode. The United Kingdom Infrared Telescope (UKIRT)

(Humphries & Purkins, 1980) provides a good example of the integration of a large, 4-metre class

research-grade telescope into a heterogeneous telescope network. A collaboration with the eSTAR

project enabled the telescope to join the eSTAR network as aneSTAR observing node. In this case

the non-robotic nature of the telescope is immaterial — the interface presented to the network is

identical to other telescopes on the network. Specifically,observations can be scored, and then

requested. At some later date they take place and the data arereturned, or they are not made

and expire. The details of how the scheduler and observationmechanism are implemented are

of no concern to the network. In this example, an eSTAR agent placing a target of opportunity

observation request with UKIRT enters the observation block into the queue database. It is then

executed by the observer at the telescope, who is automatically compensated for the time by the

dynamic scheduler (Economou et al., 2006).
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1.6 Event notification

Event notification has been a field of growing interest withinthe time domain astronomy com-

munity. Theγ-ray burst Coordinates Network (GCN) provides a fast, packet-based mechanism

for distributing alerts from GCN sources to clients around the world interested in performing fast

followup (Barthelmy et al., 2000, 1994). One of the main functions of the GCN servers is to

broadcast event information triggered by dedicated space-based alert systems such as the Swift

satellite.

Event-driven observing is not limited to GRBs, however. TheSupernova Early Warning

System (SNEWS) provides notifications of supernovae eventsdetected by neutrino experiments

such as Super-Kamiokande. The approach takes advantage of the fact that the neutrino flux from

a collapsing stellar core emerges some hours before the corresponding photon signal (Antonioli

et al., 2004). There are a number of other project-specific event mechanisms in use by specific

groups (White et al., 2006).

Although they have enabled important new science, these systems nevertheless have some

significant limitations. While the alert notifications emitted by the GCN are rigidly formatted and

therefore easily parsed, GCN email circulars generated by clients, which often contain refined co-

ordinates, are plain text, natural language messages not designed for computer consumption, and

this has handicapped automated indexing and searching efforts (White et al., 2006). This is a par-

ticular concern for projects that wish to leverage the data mining potential of historical databases

of such messages, for example to identify recurring or persistent trends associated with particu-

lar sources (Vestrand et al., 2004). These difficulties led workers within the Virtual Observatory

community to seek a way to define a standardised message format, leading to the formation of the

VOEvent working group in early 2005 (White et al., 2006).

The VOEvent notification format (Seaman et al., 2005) was born from a single clear vision:

to take the best feature of the existing mechanisms, namely the concept of simple, timely, useful

messages, and create a generalised formalism that could be easily parsed by machine. By using

XML (Bray et al., 1998) to specify the syntactic relationships between concepts, it was possible

to satisfy the desire for human-readability while enforcing the requirement that the metadata be

exact. The format aims to provide a concise description of the critical parameters required to

describe an astronomical observation. Conceptually, these can be thought of as answers to the six

basic journalistic questions: who, what, when, where, why and how (White et al., 2006; Kipling,

1902).

For the significant fraction of the robotic telescope community who rely on such alerts,

a precise, transparent, searchable format for event messages is a great advantage. However, the

relevance to an HTN in general is more subtle. Hessman (2006a) pointed out the architectural

similarities between a system in which events are produced and consumed, and one in which ob-

servations requests are produced and resulting observations consumed. Indeed, the two systems

of events and observations closely co-exist. Producers andconsumers of both kinds form inter-

twined logical networks mapped onto the physical topology of the telescopes themselves. Events

in themselves make no demands of any actor on the network. However, because entities inter-

ested in making observations often do so on the basis of the events they receive, they effectively
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drive some subset of the observing behaviours that take place on that network. At the same time,

the ability to generate alerts provides the potential for active collaborations and opportunistic be-

haviour which could enhance the efficiency of the network as a whole. For example, a GCN alert

triggers observations within the RAPTOR sub-network. RAPTOR then broadcasts the details of

its observations to collaborators as VOEvent messages. An eSTAR agent with time on a differ-

ent network determines that followup observations with a particular instrument would be helpful.

Having successfully requested and obtained the data, an event message is broadcast, which may

lead to a change in the observational priorities of the original RAPTOR network in turn.

1.7 The future: scaling the network

The robotic telescope projects discussed each control a small number of telescopes (typically less

than five). The emergence of the Las Cumbres Observatory Global Telescope (LCOGT) project

marks a significant step change for the field. LCOGT is a privately funded initiative to build a

global network for performing science as well as education outreach activities. It will comprise

a core based on two of the former Robonet 2 m telescopes (the FTN and FTS), and a widely

distributed secondary group of smaller robotic telescopesof varying sizes. The ambitious aim

of the project is to perform novel science that utilises the potential of a true distributed network

(Rees et al., 2006). Because the telescope is operated and managed by a single administrative

entity, the sociological problems faced by groups such as the HTN in relation to the exchange of

telescope time do not apply internally to this network. Instead, the major outstanding challenge

is how to coordinate and schedule the network in such a way that the complex global behaviour

of the system is well-optimised. This question is multi-layered and complex, since the ultimate

operation of the network is fundamentally defined by the nature of the instrumentation and control

software, the network architecture, the data reduction, processing, storage and transfer, as well as

the higher-level problem of making decisions about what should be observed, where and when.

Nevertheless, for the foreseeable future, the questions ofwhy and how observations should be

performed remain the province of astronomers.

1.8 Thesis summary

This chapter has described the use of robotic telescopes from their inception to the present day.

Some of the unique advantages and possibilities enabled by this technology, as well as the specific

challenges inherent in these systems have been examined. Inparticular the problem of telescope

scheduling has been discussed. Finally, a brief appraisal was made of the state of the art in the

field, namely the linking of multiple telescopes to create observational networks for particular

science goals, and more recently, the first steps towards thecreation of truly global heterogeneous

telescope networks.

This sets the scene for what follows. This thesis is concerned with the exploitation of the

unique environment of a modern robotic telescope network tofacilitate time series observations.

Chapter 2 presents a variability analysis of the young stellar cluster h Persei obtained in the tra-
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ditional, non-robotic manner. The dataset was time-consuming and costly to obtain, and suffers

from classic problems such as diurnal aliasing, the inevitable consequence of constraining all ob-

servations to take place from a single geographic location.It serves as a typical example of the

type of observing programme that this thesis addresses withmuch greater efficiency in the robotic

paradigm, and without recourse to human interaction. The data are scientifically interesting in

their own right, however, and so a detour is made to consider the implications that the distribution

of temporal stellar variability as a function of colour and magnitude has for models of the stellar

interior, in current theories of pre-main-sequence stellar evolution.

Chapter 3 asks a deceptively simple question: What is the best way to make time series

observations, if the total observing time is constrained, and sensitivity to a range of periods is

a scientific requirement? In particular, what is the best strategy for an observer using a robotic

telescope network, no longer compelled to complete all observations within a single contiguous

observing block? The exploration of this question begins with an analysis of what makes one

time series better than another. A set of tools for inspecting the quality of time series datasets

are developed, and used to demonstrate empirically the existence of datasets with superior period

sensitivity when compared to equivalent datasets with the same number of observations, the same

baseline, and the same total observing time. It is shown thatthetemporal position of observations

in the dataset is critical to the ability of that dataset to recover signals of different frequencies

effectively. An explanation in terms of minimisation of structure in the sampling window function

is presented. A simple prescription is then developed that allows the generation of a set of optimal

observation timestamps, as a function of the period range ofinterest and the total number of

observations to be made.

Chapter 4 solves the practical problem of applying the theoretical insights described in

Chapter 3 in an automated, reliable way in a true production environment, that of a professional

robotic telescope network. The notion of an autonomous agent, a computational entity that man-

ages an observing run independently of an astronomer, is explained and described in the context

of the eSTAR multi-agent system. Some of the pitfalls that await the unwary observer in the hos-

tile, self-oriented environment of a modern robotic telescope network are described. Based on

these concerns, an algorithm is developed that allows an agent to flexibly respond to changing

observational conditions, continuously optimising the choice of observation placement in order

to maximise the quality of the final obtained time series. Theagent was used to autonomously

manage an observing run targeting the variable star BI Vir, and its performance is evaluated in the

final part of the chapter.

Finally, Chapter 5 pulls together the disparate threads, summarises what has been achieved,

and presents the conclusions that may be drawn from this work.



Chapter 2

Variability in the Young Cluster h Persei

2.1 Introduction

In this chapter, a survey of temporal stellar variability inthe h Persei cluster is described. The

double cluster h andχ Persei is a young, bright open cluster that has been the subject of detailed

observations for seventy years (e.g., Oosterhoff, 1937; Crawford et al., 1970; Tapia et al., 1984;

Waelkens et al., 1990). More recently, attention has been focused on mass segregation (Slesnick

et al., 2002; Bragg & Kenyon, 2005). The cluster is rich in pre-main-sequence (PMS) objects, and

is therefore an important target for observers interested in star formation and accretion processes.

With respect to this thesis, the main purpose of this chapteris to describe in detail the process by

which an astronomer in the classical, single-telescope visitor mode paradigm proceeds to acquire

observations, reduce these data to useful lightcurves, andthen extract useful scientific value. This

is the principal use case for which the work of Chapter 3 was originally inspired, and the underly-

ing driving motivation for the software agent described in Chapter 4. Although the work in these

subsequent chapters is generally applicable to a much widerrange of time-domain studies than

this single science problem, it is nevertheless instructive to pursue this example, to thoroughly un-

derstand the scientific requirements, and also to identify improvements that can be made through

the use of a robotic network and automated observing tools.

A very brief overview of star formation is presented in Section 2.2. This is followed by

the details of the observing run (Sec. 2.3) and the process ofdata reduction (Sec. 2.4). Section 2.5

describes the way that variable stars were identified and selected from the overall mass of observed

cluster stars. Section 2.6 presents the results, comparingthe variable population with the cluster

as a whole in terms of distribution in a colour-magnitude diagram (CMD). A discussion of the

results and their relevance to the current state-of-the-art in star formation is presented in Section

2.7. Finally, the chapter is summarised and conclusions presented in Section 2.8. This chapter is

based on Saunders et al. (2008, in prep.).

2.2 A brief overview of star formation

Stars are formed within massive clouds of molecular hydrogen, which are relatively dense in com-

parison to the surrounding interstellar medium. The cloudsthemselves often appear opaque, their

31
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dusty composition absorbing the light from background stars. As these ‘dark clouds’ disperse,

they reveal many visible young stars, the youngest of which are the T Tauri stars, the subject of

this chapter.

The process of forming such a star is remarkably complex. Thestandard view is that the

basic physical process is the accumulation of interstellargas and dust under the attractive force

of gravity. This idea was first articulated in 1692 by Newton (Newton, 1756). Kant (1755),

based on the work of Swedenborg (1734), developed the so-called nebular hypothesis, where he

proposed that the action of gravity upon a slowly rotating cloud leads to the formation of a disc,

eventually giving rise to a star and planets. Laplace (1796)independently developed a similar idea.

A theoretical basis for initiating such a collapse, calledgravitational instability, was provided by

Jeans (1902), who showed that small density perturbations in an initially uniform medium lead to

runaway gravitational collapse.

There are two main models for the collapse to form the initialcloud core, which represent

extremes of fast and slow collapse respectively. In the rapid formation model, initial instability

allows gravity to overcome thermal pressure, leading to runaway collapse (Hayashi, 1966). Alter-

natively, the slow collapse model of Shu (1977) considers a core supported by a magnetic field,

which accretes matter gradually through ambipolar diffusion. It is likely that the true situation lies

somewhere between these two extremes (Larson, 2003).

In either case, the density continues to rise, but the temperature remains almost constant

at around 10 K due to thermal coupling of the gas to the dust, a situation which continues whilst

the core remains optically thin. As the core collapses, a pressure gradient is created, because the

central region is growing in density while the other regionsare not. This outward pressure gradient

ensures that most of the initial mass remains in the extendedenvelope, and the resulting protostar

formed at the centre of the collapse has a very small initial mass. Rotation, while helping to ensure

that most of the remaining mass joins an accretion disc around the new protostar, is not sufficient

to prevent ongoing growth of the central density singularity.

Eventually the core reaches a critical density of 10−13 g cm−3, and becomes opaque to ther-

mal radiation. This leads to a rapid rise in temperature. Thecore can no longer be considered

isothermal, and enters an adiabatic phase, halting collapse as the pressure exceeds gravity. This

is the formation of the first hydrostatic core, with a mass of about 0.01M⊙ and a radius of several

A.U. The stability is only temporary, however and the protostar continues to gain mass through

accretion.

Dissociation of hydrogen molecules can take place once the temperature exceeds 2000K,

and the collapse resumes, because energy goes towards the dissociation process rather than heat-

ing. This continues until the hydrogen has ionised, bringing the collapse to a halt with the for-

mation of the second hydrostatic core. The protostar continues to accrete matter, depleting the

surrounding envelope which becomes optically thin. This allows the protostar to radiate energy

freely, enabling a constant radius of about 4R⊙ to be maintained. At this point deuterium fusion be-

gins. The protostar is a fully-fledged pre-main-sequence star, with only a relatively small amount

of matter remaining to accrete.

While obscured by dust, the new ‘young stellar object’ (YSO)is only observable in the
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infrared or sub-mm. Once most of the accretion is completed,the observed spectra of the object

is a combination of infrared emission from the surrounding disc and visible light from the star

itself. Finally, once the disc is gone, the light moves entirely into the visible spectrum. These

observational properties have lead to the designation of a set of classes of YSO, corresponding

to their observational properties. Class 0 objects are in the stage of rapid early accretion (lasting

about 104 years), and are only observable in the sub-mm. Class I objects are in the main accretion

phase, which takes about 105 years, and are visible in the far infrared. Class II objects are classical

T Tauri (CTT) stars whose spectra are a composite of the star itself and an attendant dusty disc,

visible in the near infrared. This stage typically lasts foraround 106 years. Finally, class III objects

are the fully visible weak-line T Tauri (WTT) stars, whose discs are optically thin.

The initial radius for all low to mid-mass YSOs is approximately the same. On a Hertzsprung-

Russell (H-R) diagram of temperature vs luminosity, this leads to a feature known as thebirthline,

representing the range of points at which a newly observablestar can enter the H-R diagram. From

its arrival on the birthline, a pre-main-sequence star willundergo a period of contraction of around

107 years, before the onset of hydrogen burning. This marks the end of the pre-main-sequence

stage of the star’s life, and the beginning of its progression along the main sequence.

2.2.1 T Tauri stars

T Tauri stars are low mass, pre-main-sequence stars. In comparison to main-sequence objects

of equivalent mass, T Tauri stars appear over-luminous due to their larger radii. As previously

described, these stars slowly contract as they move towardsthe main sequence on the H-R diagram,

and it is this gravitational contraction, rather than hydrogen fusion, that provides their radiative

energy source. Surveys indicate that around half of all pre-main-sequence stars possess dusty

circumstellar discs (Strom et al., 1989; Beckwith et al., 1990). A dusty disc absorbs light from

its parent star, re-emitting it in the infrared, and this canexplain the spectral signatures of many

CTT stars (Kenyon & Hartmann, 1987). Some CTT stars possess infrared components larger than

can be explained by disc re-emission. This ‘infrared excess’ can be explained by accretion infall

(Lynden-Bell & Pringle, 1974).

WTT stars exhibit coronal emission similar to that of the Sun, but at much higher levels,

indicating strong surface magnetic fields (Hartmann, 2001). These magnetic fields hold the accre-

tion disc away from the stellar surface, but allow accretingmaterial to be funnelled down to the

star along magnetic field lines, producing hot spots at the shock interface between the accreting

material and the stellar surface (Köenigl, 1991; Hartmann, 2001). The rotation of the star causes

these surface structures to appear and disappear from view,leading to a visible modulation in the

apparent brightness of the star with period equal to the rotation period (Bertout et al., 1988). This

is believed to be the principal cause of observed variability in T Tauri stars.

2.3 Observations

The observations discussed in this chapter were performed by Stuart Littlefair and the author, using

a Sloani filter (Fukugita et al., 1996) with the 2.5 m Isaac Newton Telescope (INT) on La Palma,
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using the Wide Field Camera with the four CCD EEV array. The run spanned 16 consecutive

nights, from the 22nd September to the 7th of October, 2004. There were two photometric nights,

the 27th September and the 5th October. h Per was observed on 12 of these nights, for around 2.5

hours per night. Exposures of 5, 30 and 300 seconds were obtained. There were 110 good frames

taken for the 5 s and 30 s datasets, and 213 frames for the 300 s dataset.

2.4 Data reduction

The data were reduced, and photometry extracted using the optimal extraction algorithm of Naylor

(1998) and Naylor et al. (2002), with the modifications introduced by Littlefair et al. (2005). The

steps required to proceed from the set of observed frames to the set of lightcurves for each observed

star are described here. Broadly, the data reduction consists of the following processes.

1. Bias subtraction, flat-fielding and defringing.

2. Offset determination.

3. Object detection and quality determination.

4. Optimal photometry.

5. Profile correction.

6. Relative transparency correction.

7. Astrometric solution.

8. Normalising instrumental magnitudes to produce the finalcatalogue.

These steps are described in detail below.

2.4.1 Initial stages

The images were bias subtracted using a single master bias frame, corrected for flat-field effects

using a master twilight sky flat-field constructed from images obtained for each night of the run,

and defringed by median stacking many frames to produce a master fringe frame. At this point the

images are ready for offset analysis. The aim is to determine the pixel offset and rotation (if any)

between each frame and a chosen reference frame.

Stars to be used as reference points are identified by successive passes of a peak finding

algorithm that identifies pixels with significant electron counts. Beginning with an initial pass that

identifies the highest unsaturated values in the image, and dropping the significance level with

subsequent passes enables a set of probable stars to be determined. By fitting an estimated point

spread function (PSF) based on the star with the highest non-saturated pixel value, rough positions

for the stars are determined. Magnitudes are determined from the fitting, by considering the full

width at half maximum (FWHM) of the PSF. The mapping between the reference frame and the
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remaining frames is then determined by comparing the pattern of identified stars in each frame.

The result is a set of pixel offsets and rotation angles for each observed frame.

Before moving on to optimal photometry, more accurate star positions need to be deter-

mined, and a list of stars suitable for use as PSF indicators obtained. This is achieved in the

following way.

The level of background counts due to the sky (the ‘sky level’) is determined by measuring

the modal counts in a series of sky boxes, chosen to be large enough that the presence of a star

within the box would not have a large impact on the calculatedsky level. This sky level is then

deducted from each pixel, and small variations in the remaining background smoothed by passing

a top-hat filter over the image. In a similar way to the star detection algorithm used to determine

the offsets between images, a series of passes of decreasing significance is made over the image.

At each stage, significant peaks are tracked and a two-dimensional connectivity condition applied

to identify adjacent pixels belonging to the same peak. In this way individual pixel values are

located as belonging to particular stars.

A number of data quality checks are made during this process,including the identification

of duplicate detections of the same star, and the flagging of stars that contain bad or saturated

pixels, pixels with counts in the non-linear response rangeof the detector, or pixels with negative

counts. Stars possessing a PSF that is not point-like are flagged for non-stellarity. This could

be due to the presence of another star nearby in pixel space, or because the target is an extended

object such as a galaxy or man-made object. Additional flags may be applied to stars that fall close

to the edge of the CCD or on a known bad sector of the detector.

The result of the object detection stage is a list of target positions, flagged by quality. Stars

with no flagged problems are candidates for PSF template selection, to be used in the accurate

photometry described in the next section.

2.4.2 Optimal photometry and profile correction

Optimal extraction is a technique for maximising the signal-to-noise ratio of a given star. A de-

tailed description of the method is outside the scope of thischapter (see Naylor (1998) for the full

details), but the key idea is to treat each individual pixel as an independent estimator of the flux

in the stellar profile. This is achieved by normalising the signal in each pixel by the fractional

flux predicted in that pixel by the PSF. Independent flux estimates from each pixel are then opti-

mally combined by weighting them as a function of their uncertainties. The technique therefore

requires a PSF to be estimated. The closer this estimate is tothe true PSF for the star, the higher

the signal-to-noise that can be recovered.

The brightest stars from the PSF candidate list are resampled to the pixel grid of the star of

interest by fitting a two-dimensional Gaussian to the observed PSF. The PSFs are ordered by the

size of the corresponding FWHM, and the median of this list isselected as the model PSF. This

provides a simple, automated way to select a reasonable estimator PSF for the optimal weighting.

Fluxes are then extracted for each star, by taking the geometric mean of the PSF in each axis and

integrating under the curve.

The extraction mask derived in the optimal photometry stageis likely to be close to the true
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PSF of the target star, but in general is not exact, since the true stellar profile is not an analytic func-

tion (see for example Diego, 1985). The profile correction isthe logical analogue of an aperture

correction in standard aperture photometry, and empirically corrects for the differences between

the extraction mask and the true PSF. A number of unsaturatedstars in each CCD provided the

profile correction for that CCD, which is a polynomial function of position. It is measured by

comparing the flux measured for the objects using the optimalextraction with that obtained by

applying a somewhat larger aperture (although in this case the crowded field limited the effective

aperture size). Note that, because in general the correction is a function of position on the detector,

this correction is still important, even though the photometry in this case is relative, and not tied

to any particular system (see e.g. the discussion in Littlefair et al., 2005).

2.4.3 Final stages: transparency correction and astrometry

A relative transparency correction was applied to all the resulting photometric measurements, to

normalise any differences between frames arising from variations in airmass or transparency. This

was achieved by selecting a subset of relatively bright, unvarying stars and using their average

magnitude to define a reference brightness for each frame. This was done using an iterative pro-

cedure to identify the least varying stars based on computation of the reducedχ2, denotedχ2
ν, in

the same way as described in Littlefair et al. (2005).

To perform astrometry for each object, for each exposure time (5 s, 30 s or 300 s) a single

frame was chosen, and the combination of the three then searched to create a master catalogue. The

objects were then matched to a 2MASS catalogue of the field to produce an astrometric solution,

providing a transformation from pixel coordinates to J2000equatorial coordinates, with a mean

RMS discrepancy in positions of 0.1 arcseconds.

2.4.4 Normalising the combined final catalogue

An arbitrary zero point was applied to the instrumental magnitude so that the observations would

be in a natural magnitude system approximately comparable with Sloan i. Magnitudes in this

system are denoted by the symboliI . Stars with meaniI magnitudes brighter than 17.5 but fainter

than 16.5 were recorded by both the 300 and 30 s datasets. Since the photometry for each dataset

is only relative within the frame, the 5 s and 30 s datasets were renormalised relative to the 300 s

dataset so that the three datasets could be combined into a final catalogue. This placed all three

datasets on the same scale iniI . It was then possible to pick limiting mean magnitudes for each

dataset. The 5 s dataset was used for all stars brighter than an iI of 15.2. For the overlap region

between the 30 s and 300 s datasets, a delineatingiI magnitude of 17.5 was chosen, so that stars

with mean magnitudes brighter than 17.5 were taken from the 30 s dataset, while stars fainter than

aniI of 17.5 were taken from the 300 s dataset.

The ultimate result of this data reduction process was a set of lightcurves for all the stars

in the field, amalgamating individual flux measurements fromall three exposure sets. The work

of examining these lightcurves for potential variability could now begin, and is described in the

following section.



2.5. VARIABLE STAR SELECTION 37

2.5 Variable star selection

The identification of variable stars involved a set of distinct selection criteria. First, the dataset

was stripped of stars flagged as problematic during the data reduction process (see the discussion

in Section 2.4.1 for details of the flagging process). Due to high vignetting a number of spurious

variables at the corner of CCD 3 were also removed, using a simple coordinate cut. Poor quality

objects were then removed by applying a selection cut at a mean signal-to-noise (S-N) of 10 to

each lightcurve.

Having dealt with the most obviously problematic objects, the next stage was to evaluate

the stars at the lightcurve level, to ensure a minimum numberof flux measurements had been

made for each potential variable star. A requirement was setof a minimum of 60 good datapoints

from the 5 and 30 second datasets (from a possible 110), and 120 good datapoints from the 300

second dataset (from a possible 213), respectively. These limits were chosen by considering the

theoretical probability ofχ2
ν for different numbers of observations.χ2

ν was calculated by fitting a

constant value to each lightcurve. For more than 120 observations of the 300 second dataset, the

probability of exceeding a givenχ2
ν was found to fall within a narrow band, indicating a suitable

detection threshold. A similar detection threshold was found for the 5 s and 30 s datasets with a

minimum of 60 observations. Although it would have been possible to choose theχ2 threshold

to be constant, this would have presented a problem, becausethe quality of the data is lower at

higher points on the sequence. Thus a constantχ2 threshold would produce a discontinuity at the

join between any two of the datasets. The combined CMD indicates that this is not a problem with

this choice ofχ2 (see Fig. 2.1).

The optimal photometry measurements provided an uncertainty for each datapoint in each

lightcurve. Using these, the ratio of the mean flux to the uncertainty on every datapoint was

calculated for each lightcurve. Since this was an attempt tosample an expected constant value, an

RMS was defined in terms of the weighted mean of the dataset. The datapoint with the highest

value of the ratio of the flux to the uncertainty was discarded, and the remaining datapoints used

to find the weighted mean. This improved the ability of the subsequentχ2
ν test to detect true

variability by eliminating spurious cosmic rays or other oddities from the data.

Following Littlefair et al. (2005), a threshold ofχ2
ν > 10 was fixed as a cutoff indicating

significant variability in the 300 s dataset. The correctχ2
ν limit for the 30 s dataset was then deter-

mined by considering stars falling within the overlap region between the two datasets. Varying the

value ofχ2
ν applied to the 30 s dataset, it was found that a minimum threshold of χ2

ν > 3 recovered

a number of variable stars in this region that was comparableto the number of stars detected in the

300 s dataset. Similarly, by considering variables identified in both the 5 s and 30 s dataset, it was

determined that a threshold ofχ2
ν > 3 applied to the 5 s dataset recovered all variables toiI ≈ 15.2.

Magnitudes and colours were obtained by cross-matching against the h Per catalogue of Mayne

et al. (2007), to obtain a CMD for the variable stars in the optical bands V and V-I (Fig.2.1)
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Figure 2.1: CMD of the variable population, after combiningthe 5 s, 30 s and 300 s datasets.
The dashed lines indicate the limiting magnitudes used to combine the datasets. The unbroken
continuation across the dataset boundaries indicates the selection criteria are not a function of
sensitivity.
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2.6 Results

Figure 2.1 shows a clear pre-main-sequence population running diagonally from approximately

14th to 20th magnitude in V. However, background contamination is also evident, and is clearly

visible in Fig. 2.2 (upper panel) where it is concentrated into a large, wedge-shaped area that

cuts laterally across the sequence. One common problem in this type of study is the presence

of contamination objects in the sample, which can obscure the population of interest. These are

additional stars in the observed region that are either fieldstars, unassociated with the target cluster,

or stars of other types that may fall in similar regions of theCMD to the T Tauri stars. Below the

sequence at a V-I of 1.0–1.5 contamination is likely due to dwarfs, the tip of which carries on above

the sequence to around 13th magnitude. Additional contamination at a V-I≈ 1.6 is probably due

to background giants. In order to improve the membership fraction of variables for analysis a

10 arcmin radius circular cut was applied, centred on the h Per centre-point atα = 02 18 58.76,

δ = +57 08 16.5 (J2000). Although the size of this cut is rather arbitrary,it was found that the

results were relatively insensitive to the choice of radius. Figure 2.2 (lower panel) shows the

variables remaining after this process. In order to trace the variables as a fraction of likely h Per

members at different points along the cluster sequence, the same circular cut was applied to the

h Per catalogue of Mayne et al. (2007) (Fig. 2.2, upper panel). Identical areas were deliberately

selected to ensure that no bias would be introduced by possible mass segregation.

Looking at Figure 2.2 (lower panel), it can be clearly seen that the density of stars falls

dramatically as we progress up the sequence. This is quite different to the distribution of cluster

members (Fig. 2.2, top panel), which shows a strong sequenceup to around 15th magnitude.

2.6.1 Histogram analysis

Although it is clear from visual inspection of the sequence that the density of variable stars in the

CMD falls dramatically at brighter magnitudes, additionalanalysis is required to investigate this

behaviour in a robust way. The idea is to quantify the prevalence of variables at different points in

the sequence. In order to be meaningful, this has to be done with respect to the orientation of the

sequence itself. To examine the distribution of variables along the cluster sequence, histograms

are constructed according to the following scheme. A straight line was fitted to the central portion

of the sequence, running from 1.0 to 2.0 in V-I. Two cuts perpendicular to this sequence line were

then taken, a bright cut crossing the sequence at 1.0 in V-I, and a faint cut crossing at 1.66, with

widths of 0.4 in colour-magnitude space. The stars selectedby these cuts were then pulled back

onto the cut centre-lines and binned in V-I. Fig. 2.3 illustrates the cut placement for the variable

stars. In order to remove contaminating field variables, thenumber of variables falling outside of

the 10’ radial cut in each colour bin were scaled to match the area of the cut, and then subtracted

from the number of variables within the cut. Any remaining overdensity is then taken to represent

the cluster variable population. These cuts produce the histograms of Figure 2.4.

The histograms show in detail what can be seen qualitativelyby eye in the CMDs of Fig. 2.2.

While the general cluster membership continues to relatively bright magnitudes, the variability

dies out at magnitudes brighter than about 17. In the left panel of Fig. 2.4, which shows the faint



2.6. RESULTS 40

Figure 2.2: CMD of probable h Per members taken from Mayne et al. (2007) (upper panel) and
variables (lower panel) after a 10’ radial cut centred on h Per. The number of variables drops at
V-I < 1.5.
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Figure 2.3: Placement of cuts along the line of the sequence of h Per variables. Stars falling within
either of the cuts are represented as crosses. Identical cuts were used to analyse the general cluster
membership.

Figure 2.4: Histograms of the faint cut (left), made at 1.66 in V-I, and the bright cut (right), made
at 1.0 binned along the line of the cut. Variable members falling with a 10’ circle of the h Per
centre are plotted, with the count of variable stars fallingoutside the cut normalised to the same
area as the cut and then subtracted. The histograms thus measure the number of variables at each
cut, after accounting for background variable contamination present in the field.
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magnitude (lower) cut, the variables clearly trace the sequence at 1.6–1.7 in colour.

In the brighter magnitude cut (Fig. 2.4, right hand panel) however the situation is very dif-

ferent. There are relatively few variables present either in the background or in the sequence. In

fact, the number of variables is consistent with a scenario in which there are no variables present

in the sequence. The main point to take away from this is that although it seems possible, when

looking at the CMD to trace the variable sequence at bright magnitudes by eye, closer investi-

gation indicates that the number of variables is not statistically significant. There is therefore a

genuine change in the number density of cluster variables, with variables dying out rapidly as we

move to higher brightnesses. This is in marked contrast to the general cluster behaviour, which

indicates the presence of a clear main sequence at these bright magnitudes. The implication is that

beyond the R-C gap, the natural evolution of a previously variable young star leads to the complete

suppression of that variability.

2.7 PMS star magnetic field topology and the R-C gap

Stolte et al. (2004) and Mayne et al. (2007) find evidence for atransition region between pre-main-

sequence and main-sequence stars, which Mayne et al. (2007)term the radiative-convective (R-C)

gap. The distinct change in the variability of the stars at a position that corresponds closely to the

position of the R-C gap identified in Mayne et al. (2007), which is centred for h Per at V-I=1.33

(V=17.66), supports the conclusion that the mechanisms givingrise to the variability are a function

of convective processes in the star, and are curtailed by thedevelopment of a radiative core. The

obvious implication is that the stars below the gap have large-scale spot structures, and thus large-

scale magnetic fields, whilst above the gap the spots are either absent, or sufficiently uniform in

their distribution that they fail to yield a modulation. Thus these observations are consistent with

the idea that whilst fully convective stars have large-scale structure in their magnetic fields, once

the stars develop a radiative core the spots become more evenly distributed over the surface.

If this interpretation is correct, then we would expect to see the same change in variability

in other clusters that show the presence of an R-C gap. Crucially, this will be at differing masses,

depending on the age of cluster. Additionally, variabilityanalysis should act as a tracer for the R-C

gap. This has important consequences as it can be used as a distance-independent age estimator

(Mayne et al., 2007).

In Saunders et al. (2008), Naylor explores the implicationsof applying a common theory

based on changes in the stellar core to the problem of both theobserved radiative-convective gap

for PMS stars, and the so-called ‘period gap’ observed in studies of cataclysmic variables (CVs).

For completeness, the argument presented there is briefly outlined here as follows. Cataclysmic

variables are binary systems in which a higher mass white dwarf pulls mass from a less massive

companion. Due to tidal effects, angular momentum is lost from the binary orbit as the mass

transfer proceeds. Ultimately, the smaller star reaches a point where there is no longer enough

mass present to allow radiative energy transfer to proceed efficiently, and the core undergoes a

structural change to a convective mode of energy transport.This leads to a change in magnetic

field topology that causes the ongoing mass transfer processto halt, and this is manifested as a
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range of CV periods that are not commonly observed.

The spectral type at which this angular momentum change for CVs takes place is around

M4. In the work presented here however the radiative-convective gap is found to occur at K0-G8

in spectral type. This implies that a common theory cannot exist for both PMS stars and CVs that

relies on internal structural changes to alter the field topology and hence create observable period

changes.

Since the full scientific implications of this line of argument are tangential to the aims of

this thesis, it will not be further pursued here. The interested reader is directed to Saunders et al.

(2008) for a full treatment.

2.8 Conclusions

In this chapter I have described an analysis of variability in the young cluster h Per. It was noted

that variability declines sharply at brighter magnitudes in the region of the R-C gap. This result is

consistent with a cluster membership for which there are no variable stars at magnitudes brighter

than the R-C gap. This is also consistent with the idea that variability arises from cool spots caused

by magnetic field generation in the convective pre-main-sequence stars, and hence is not observed

once a star reaches the radiative phase. Because the spectral type at which the R-C gap occurs is

a function of age, if the variability is indeed linked to the location of the R-C gap, then it should

not happen at a single mass at all ages — it must also be a function of age. This could be tested

by performing a variability study of another cluster at a different age. If the variability is simply a

function of mass, then the variable drop-off will not coincide with the R-C gap.

An interesting avenue for this research is to identify the distribution of periods for the vari-

able stars identified in this study, and compare these to the established literature. Additionally,

an analysis of period sensitivities would shed light on the sensitivity of this dataset to particular

periods. Analyses of similar datasets indicates that diurnal aliasing is an inevitable problem, mak-

ing periods around 1 day difficult to detect (see, e.g. Littlefair et al., 2005). Additional aliasing

problems arising from the detailed timings of the observations may also be present. Figure 2.5

demonstrates the problems apparent in this dataset. Aliasing is severe, and the peaks are relatively

broad, indicating signal uncertainty. Although techniques for improving the signal quality after

the fact can make some impact on this problem, it is clearly better to improve the original data by

placing the observations in the right place to begin with, ifthis is possible. A discussion of period

sensitivity, along with periods and lightcurves for these variable stars will be presented in Saun-

ders et al. (2008). However, these issues are exactly the kind of problems that a robotic telescope

network is ideally placed to mitigate. In the following chapter, this idea shall be explored in detail.
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Figure 2.5: Periodogram of one of the variable stars from theh Per dataset, evaluated for periods
ranging from 4hrs to 12 days. The severe aliasing is manifest.



Chapter 3

Optimal Placement of a Limited

Number of Observations for Period

Searches

3.1 Introduction

3.1.1 Motivation

Chapter 2 described an analysis of variability in the h Persei cluster. That work was based on 16

nights of contiguous observing from a single location (La Palma). This is typical for observations

in the ‘classical’ mode. The long observing baseline was motivated by the desire to detect periods

up to 8–12 days, while the continuous observing each night aimed to provide good enough phase

coverage to unambiguously identify variability. Nevertheless, even with continuous coverage each

night, the unavoidable, large, regular breaks in the time series caused by the diurnal sampling make

periods of around one day difficult to detect in this dataset.

How well were these lightcurves sampled? The main characteristics of this sampling are

dictated by the classical observing paradigm. Would an ideal set of observations be placed in the

same way? As a purely theoretical question, could we have done better? Obviously, if observations

could have been made continuously through the day as well as the night there would have been no

phase coverage issues, and our sampling would be as dense as it could be. But this is not comparing

like for like. The real question is more subtle. If we were to use thesame total amount of observing

time, then the new observation baseline is likely to be less than half the length of the original run1

— leaving us insensitive to long periods. This suggests thatthe ideal set of observations is a

compromise between dense, continuous coverage, and spacing observations farther apart in order

to obtain a longer baseline.

In practice, this problem does not appear in the classical observing scenario because the

limits are fixed and immutable. One can neither change the rising of the sun, nor the practical

advantages (minimising the travelling time, cost, effort and inconvenience) of performing all the

1The actual fraction depends on the relative proportions of day/night at the observing location.
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observations in one long set of nights. However, in the robotic paradigm, this is not the case.

Observations can in principle be placed anywhere, and at anytime, so the length of the baseline

is theoretically unconstrained (although in practice it islikely to be bounded by the length of the

observing semester, this is still much longer than a classically achievable baseline). If several

robotic telescopes are available that are longitudinally distant with respect to each other, then an

observer can effectively break the diurnal observing limitation.

The situation of limited numbers of observations arises in both robotic telescope and satel-

lite observing. Typically target acquisition overheads, including slew time and CCD readout time,

as well as scheduler requirements are substantial enough that a greater total target exposure time

(and hence signal-to-noise) can often in practice be achieved by limiting the number of observa-

tions. There is also the more general question: how many observations are required to adequately

address the science question under consideration? Are typical observing runs oversampled? If so,

how much time is really required? From an efficiency standpoint this is a pertinent question for

telescope operators and time allocation committees (TACs), as well as observers.

It is the norm for robotic observing runs to be undersampled. In this chapter the basis for

this statement is discussed, and the implications for a general period-searching strategy in such an

undersampled regime are explored. A number of sampling strategies are examined and discussed.

It is demonstrated that there is scope for significant optimisation of observation placement, and a

detailed description of how to implement such an optimal sampling is presented. The discussion

has relevance for general problems in time series astronomy, and is not limited to photometry. For

example, Doppler imaging of surface features (see e.g. Collier Cameron, 2001, for a review) is a

spectrographic method that could potentially benefit from the work. The technique ofgeometric

sampling presented here represents the best solution to the undersampling problem known to the

author. However, it should be noted that the analytical solution to the general question of what

form an optimal uneven spacing should take, when the number of observations and the length of

the observing run are free parameters, remains unanswered.The main results described in this

chapter have been published as Saunders et al. (2006a) and Saunders et al. (2006b).

3.1.2 The undersampling problem

The Nyquist-Shannon sampling theorem (Nyquist, 1928; Shannon, 1949) states that

Exact reconstruction of a continuous-time baseband signalfrom its samples is possi-

ble if the signal is bandlimited and the sampling frequency is greater than twice the

signal bandwidth2.

Baseband describes a signal that has the lower bound of its range of frequencies at 0 Hz.

Bandlimited means the signal has some limiting maximum frequency above which there is no fur-

ther power. Thus the theorem describes a signal bounded in frequency. For an arbitrary signal, one

can explicitly assume frequency limits, discarding information outside of the range. In this case,

the theorem describes the conditions for complete reconstruction of the signal within the specified

2This formulation of the theorem is taken fromhttp://en.wikipedia.org/wiki/Nyquist-Shannon_
sampling_theorem. For the formal proof, see Shannon (1949).
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limits. Equivalently, the theorem states that the requiredsampling rate for perfect reconstruction of

a signal, called theNyquist rate νN, must be twice the bandwidth (highest frequency component)

of the sampled signal.

The determination of the Nyquist rate assumes regular, evenly spaced sampling. It is simple

and unambiguous for the case where one can sample evenly across an entire observation run.

However, astronomical observations are typically irregularly placed in time, with both short time-

scale ‘jittering’ (intervals between observations may notbe precisely the same) mid-range gaps

(e.g. diurnal holes in coverage) and long gaps (e.g. long periods between successive monitoring

campaigns of a single target). Robotic observations are even more irregular, typically with much

larger gaps between individual observations. The deviation from regular, ordered sampling is

significant.

A simple example shows that even if observations could be evenly placed, there are many

observing scenarios where the required observing frequency is unachievable. For example, an

astronomer observing T Tauri stars can effectively define a baseband, bandlimited signal by us-

ing the astrophysics of the problem to limit the frequenciesof interest. A minimum period to be

sought can be roughly determined by considering break-up velocity arguments, while the maxi-

mum period is limited by the coherence time-scale of the periodic feature (for example, star spots

which may slowly change configuration over time), and more practically, by the maximum fea-

sible run-length. For an evenly sampled dataset, the input signal may be correctly reconstructed

if the sampling frequency is at least twice the highest frequencyνmax to be detected. Assuming

the astronomer wishes to see two cycles of any modulation then the lowest frequency detectable

is given by 2/T , whereT is the duration of the total sampling interval (i.e. the run-length). The

value of the required sampling frequencyνN for equally spaced data can then be viewed as the

Nyquist frequency of the dataset, given by

νmax < N/2T = νN, (3.1)

whereN is the number of observations. Plugging some typical numbers in shows the problem:

if we assume a minimum period of around 4 hours, and a typical maximum period of around 2

weeks, then sampling at the Nyquist rate requires 0.5 obs/hr, or 168 observations, evenly spaced.

On the Liverpool Telescope, a typical observation of a single field of a young cluster such as

h Per requires around 300 s (5 minutes) of integration time (Saunders et al., 2008). To observe a

reasonable fraction of the cluster, at least 3 fields are required with an instrument such as RATCam,

which has a 4.6 square arcminute field of view (Steele, 2001).Thus an evenly sampled proposal

would require 42 hours of on-sky integration time, before overheads — a substantial amount of

time. At the telescope, contention from other proposals, aswell as target acquisition overheads

and the need to cover the time evenly makes this a difficult goal, and it is possible that the total

number of observations obtained will be significantly less than requested.

When there are too few datapoints to fulfill this sampling condition, the case becomes

interesting. In this situation can we can sample in such a waythat we can recover a signal of

acceptable quality? Alternatively, we can reverse the problem: how many datapoints do we need

in order to recover an acceptable signal? In particular, it is important that the dataset for period
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searching is equally sensitive to different periods, lest the fraction of detected signals at different

periods be misrepresented. This is a key problem, and one that has not been addressed in previous

work.

3.1.3 Previous work

In the field of time domain astronomy, there is a relative dearth of literature regarding the best

way to sample data in time. In contrast, much attention has been focussed on the problem of

signal extraction from fixed, finite datasets (e.g. Horne & Baliunas, 1986; Schwarzenberg-Czerny,

2003). This is perhaps unsurprising. The vast majority of such datasets are acquired in the classical

situation of a single extended observing run, where an astronomer physically travels to a remote

observing site, accumulating data continuously each nightfor the duration of the run. In this case

the observer has relatively little choice about how to spacethe observations, and normally opts for

the safe strategy of using all of the available time for continuous observing, acquiring a large total

number of observations.

A popular tool for the analysis of time series is the periodogram (Schuster, 1898; Lomb,

1976), defined as the modulus-squared of the discrete Fourier transform of the time series, ap-

propriately normalised (Scargle, 1982). It presents the relative strengths of the set of harmonic

frequencies making up the measured signal, and provides a powerful way of identifying periodic

signals in the data, and determining those periods. Scargle(1982) extended the statistics of the

Fourier transform to the uneven sampling case, and provideda metric, thefalse alarm probability,

to quantify the degree of uncertainty in any given peak in theperiodogram. Horne & Baliunas

(1986) pointed out the sensitivity of the false alarm probability to the choice of sampled fre-

quencies, and derived an empirical formula for estimating the number of independent frequencies

required to calculate the false alarm probability in the uneven sampling case. The false alarm

probability thus applied is often considered the primary indicator of the fitness of peaks in the

periodogram, and forms the justification for many claims of signal detection to be found in the

literature.

One common phenomenon that can cause problems in the interpretation of the periodogram

is aliasing. It refers to the presence of spurious power in the periodogram at frequencies other than

that of the true signal, which obstructs correct or unambiguous identification of the true period.

There are two principal causes of aliasing. In its common astronomical context, aliasing

refers to power at incorrect frequencies in the periodogramarising from the presence of significant

gaps in the phase coverage of the signal. The aliasing represents other possible periods which due

to a lack of data cannot be ruled out. They are thus the manifestation of cycle count ambiguities

(Kurtz, 1983). For example, Naylor et al. (1988) discuss howthe sampling pattern of variations

in the continuum flux of an eclipsing dwarf nova left them unable to differentiate between true

orbital modulation and a secular decline in flux. This was a phase coverage issue arising from the

observational constraints imposed by the use of a satellite.

A second form of aliasing arises from the beating effect between the sampling frequencyνS
and any true signal frequencyν present in the data. The beating causes constructive peaks located

at regular intervals in frequency space atkνS ± ν for all positive integersk. It follows that the
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maximum frequency that is guaranteed to be unique occurs when k = 1, so that

νmax = νS− νmax

νmax =
νS

2
(3.2)

(Kurtz, 1983). This is the Nyquist rate, and it defines the highest frequency at which the peri-

odogram can be uniquely calculated. Frequencies beyond this value cannot be considered mean-

ingful, since the periodogram is symmetric about the Nyquist frequency and contains no further

information.

A number of authors have attempted to define an effective minimum sampling criterion

for the case of unevenly sampled data. Scargle (1982) seems to imply that the effective Nyquist

rate is a function of the smallest sampled frequency (“Averaging the data increases the effective

sampling interval∆t, thus decreasing the Nyquist frequency” Scargle, 1982). Roberts et al. (1987)

mention that in the uneven case, frequencies smaller than 1/(2∆min) can be recovered, where∆min

is the smallest interval in the dataset, but nevertheless choose to restrict themselves to a maximum

limiting frequency of 1/(2∆min), presumably as a convenient practical value. Similarly, Horne &

Baliunas (1986) and Press et al. (1992) assume as an upper limit the Nyquist rate corresponding

to an average sampling of points over the total run. Eyer & Bartholdi (1999) pointed out that the

periodogram of an unevenly sampled dataset is not mirror symmetric about the Nyquist frequency,

implying the presence of useful information above this value. They examined the practical limiting

frequencies that could be recovered from unevenly spaced data, and demonstrated the recovery of

a period of 0.085 days from a dataset in which∆min ≈ 0.8 days, a factor 10 smaller than predicted

by the conservative limits in the literature. Koen (2006) extended this work, and provided an

explicit formula for determining the effective limiting Nyquist criterion. A remarkable example is

provided of 53 unevenly spaced observations acquired over the course of 6.8 hours. The ‘average

Nyquist rate’ for this run is 1/462 s−1, implying that the minimum period that can be accurately

reconstructed from this dataset is around 460 seconds. However, Koen (2006) demonstrates the

recovery of a 5 second signal that is clearly visible in the periodogram.

These various authors have provided a framework for understanding the recovery of high

frequency signals in classically undersampled datasets. Importantly, they demonstrate that by

breaking the degeneracy between observations, uneven sampling makes meaningful reconstruction

of signals below the classical Nyquist rate possible. However, the critical problem for variability

surveys is not the question of maximum frequency sensitivity. For many practical observing situ-

ations this value is effectively limited only by the precision to which the observations are recorded

(Koen, 2006). The real issue iseven sensitivity across the period range of interest. Although very

high frequencies may be detected, typical astronomical observing runs remain undersampled. In

extremis, a dataset could claim sensitivity to very high frequencies but be blind at periods of a

day, because of aliasing effects. It is therefore possible to have good high frequency sensitivity,

but very uneven sensitivity across the full period range. The undersampling generates ambiguities

in an astronomer’s knowledge of the signal, while the choiceof sampling changes the relative
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sensitivity of the periodogram to different frequencies. It is therefore desirable to seek the spacing

that maximises the information about the frequencies in which an astronomer is interested.

Clearly some unevenness can be coped with and corrected for by simulation, if an observer

is only interested in determining thedistribution of periodicities. This works as long as at least

some of the variable population in the region of poor sensitivity are detected. However, if an

observer is interested in obtaining specific periods then this technique cannot be applied. If stars

are being analysed individually, then not having sensitivity at a given period is gambling.

Deeming (1975) showed that the observed Fourier transform of a discrete dataset can be

expressed as the convolution of the true Fourier transformFN(ν) with a spectral windowδN(ν)

that fully describes the interference effects between the sampled frequencies, such that

FN(ν) = F(ν) ∗ δN(ν), (3.3)

whereF(ν) is the complex Fourier transform of a functionf (t) and is defined as

F(ν) =
∫ +∞

−∞

f (t)ei2πνtdt, (3.4)

and the spectral window is given by

δ(ν) =
N

∑

k=1

ei2πνtk , (3.5)

whereN is the total number of observations and{tk} is the set of observation times. The window

function is even, so only positive frequencies are evaluated. The physical interpretation of the

window function can be seen by considering the Fourier transform of an infinite sine function (a

delta function) convolved with the window function, leading to the observed Fourier transform.

Adjusting the set of observation times{tk} alters the window function, and hence the Fourier trans-

form. Deeming (1975) showed that aliasing effects in the observed Fourier transform arising from

the window function could be mitigated by introducing irregularities into the sampling pattern.

Deeming (1975) termed the spurious power that is added to theFourier transform by the sampling

function near-frequency interference. In the discussions that follow, I shall refer to this effect as

spectral leakage, after Saunders et al. (2006b). By careful choice of sampling it is possible to

reconstruct higher frequencies than theνN required for an adequate equivalent even sampling, and

to acquire higher quality data over the range of periods of interest.

Deeming (1975) illustrated the behaviour of the window function through the use of a sim-

ple single-variable model for theN = 25 case, empirically deriving a form for the spacing based

on visual inspection of the resulting spectral window function. Motivated by similar concerns,

scheduling for the Hubble Space Telescope programme “The Cepheid Distance to NGC 1425”

adopted a pseudo-geometric spacing as a way to maximise the uniformity of the acquired phase

spacing, but no details of the implemented optimisation strategy were provided (Mould et al.,

2000).
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3.2 Metrics

In the analysis that follows, the method of Scargle (1982), as formulated by Horne & Baliunas

(1986) has been used to construct periodograms from simulated time series data. Many other ap-

proaches to period detection exist, including phase dispersion minimisation (Stellingwerf, 1978),

string-length methods (Dworetsky, 1983) andχ2 folding (Horne et al., 1986). The periodogram

was chosen for reasons of convenience, simplicity and familiarity.

The metrics presented here aim to explicitly formalise someof the major processes by

which astronomers arrive at a judgement about the validity of a period in a given lightcurve. Each

metric provides information about a specific aspect of the lightcurve. The metrics are simple and

unambiguous, in order to aid interpretation of the results,and for the other reasons discussed here.

In the literature, judgements about lightcurve periodicity have a somewhat qualitative na-

ture, and often possess a significant subjective element (Herbst et al., 2000, is a typical modern ex-

ample). This is perhaps an inevitable consequence of the application of detailed expert knowledge

to the evaluation of complex astronomical datasets. By encapsulating some of the key elements of

the knowledge required to understand and interpret such datasets in the form of metrics, something

of the decision-making process has been made explicit, a useful exercise in itself. The metrics can

also be used to evaluate existing datasets or partial datasets, and have proved useful to classical

observers seeking to determine how best to utilise a second run of data to improve phase coverage

or period sensitivity.

The metrics also provide objective functions that can form the basis of a directed optimi-

sation process. They can be used to unambiguously specify utility, and thus provide a way for a

computer program to interpret lightcurves. In Chapter 4, the use of such metrics in the practical

implementation of autonomous agents for the eSTAR project (Allan et al., 2004a,b) is discussed.

By providing empirical measures by which the fitness for purpose of a lightcurve may be deter-

mined, it is possible for software agents to reason about thequality of a given time series, and use

that information to plan future observing requests.

In the results that follow, the use of the well-known false alarm probability of Scargle (1982)

has been avoided. The false alarm probability measures how likely a peak of a given strength is

to have occurred by chance, and thus provides an insight intothe degree of structure present in

the data. However, it says nothing about the validity of the period. Each peak of a periodogram

with a serious aliasing problem has a low false alarm probability. Simply quoting the false alarm

probability without acknowledging the other peaks is thus deeply misleading.

Additionally, the accurate calculation of the false alarm probability is non-trivial for the

uneven sampling case. Horne & Baliunas (1986) note that the standard formula they provide is ac-

curate only in the even-sampling case, and significantly underestimates the false alarm probability

for severely uneven sampling. This is a serious issue for highly organised, non-linear observation

timings such as those that may be acquired through the use of satellites or robotic systems.
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Figure 3.1: Folded lightcurve withS = 2, generated from the dataset of Littlefair et al. (2005).

3.2.1 Phase coverage uniformity (S )

In practice, many astronomers look at the folded lightcurveas a good test of periodicity. Consider

Figures 3.1–3.3. Each figure is an artificial lightcurve, a regular sinusoid of fixed period sampled

using the observation times of a real, classical observing run described in Littlefair et al. (2005).

Figure 3.1 would be considered a reliable period. Figure 3.2is reasonable, but by no means

definitive. Figure 3.3 is simply unacceptable. The reason for these judgements is clear: Figure 3.1

covers the phase space well, while there is far too much phaseinformation missing in Figure 3.3.

In order to quantify this heuristic, we therefore need some kind of phase coverage metric.

The normalised phase coverage metric, S is defined to be the sum of the squares of the

distances between consecutive points in phase space, normalised by the value of the sum for an

ideal spacing (i.e. one in which all the observations are equally spread across the phase space).

For an ideal spacinggI of n observations we have

gI =
1
n
, (3.6)

giving

S I =

n
∑

j=1

g2
I, j = n

(

1
n

)2

=
1
n
. (3.7)

If the fractional part of an observation with timestampx after folding on a periodP is defined as

φ = (x/P) − int(x/P), then normalising the general case against the ideal spacing yields
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Figure 3.2: Folded lightcurve withS = 20, generated from the dataset of Littlefair et al. (2005).

Figure 3.3: Folded lightcurve withS = 200, generated from the dataset of Littlefair et al. (2005).



3.2. METRICS 54

S =
S u

S I
= n (φn − 1− φ1)2 + n

n
∑

j=1

(φj − φj−1)2, (3.8)

wheren is the final observation in the folded sequence. The termn (φn − 1− φ1)2 represents the

wrapping property of the folding, by adding the contribution from the gap between the first and

the last datapoints. This statistic is related to a variance, hence the choice of the symbolS .

The normalisation allows us to compare the phase coverage ofdatasets that have different

numbers of observations. The metric provides an idea of how well a lightcurve has been sampled

by the observations. To have confidence in a potential periodit is important to know that the range

of possible candidate periods has been minimised, i.e. thatwe have enough information to rule

out other potential periods. As a result, lightcurves whichpossess better phase coverage tend to

have much sharper peaks (i.e. much better frequency locality) in a periodogram.

Figures 3.1–3.3 illustrate howS acts to trace the overall phase coverage of lightcurves. A

low S indicates good coverage, while a highS implies large phase gaps. Perfect phase coverage

has the value unity.

TheS metric as we have defined it here is simple and robust. However, there is a caveat.

If we define therelative period to be the ratio of the periodP to the run-lengthL, such that

Prel = P/L, then forPrel > 0.5 the value ofS is likely to be much closer to optimal, because there

is no folding back of observation times, eliminating the possibility of redundant datapoints. It is

normally good practice to sample over more than one signal cycle. Sampling over multiple cycles

allows the repeatability of the signal to be tested. However, even the existence of multiple cycles

may not be enough to avoid ambiguity. For example, a dataset sampled at 1.1, 2.2 and 3.3 cycles

could once again confuse a temporal with a periodic modulation. S alone tells us nothing about

how many cycles have passed in a given run-length, and gives afalse indication of improvement

out of proportion to the true value of the lightcurve forPrel > 0.5.

3.2.2 Interconnectivity (N)

The number of cycles over which a signal has been sampled is animportant quantity, because it

provides evidence of repeatability. Most astronomers would be loath to accept a period based on

less than two cycles of data. An extension of this principle is that a folded lightcurve made up

of consecutive points that are temporally distant in the original time series can be considered to

have a more reliable period. Alternatively, the number of cycles can be used as a way of providing

bounds for correlation timescales. How observations are distributed over cycles of the modulation

can thus provide a measure of signal coherence.

We define theinterconnectivity, N as the sum of the absolute difference of the integer part

of the times of all adjacent observations, after dividing bya periodP, such that for a set ofn

observations

N = |int( f1 − fn)| +
n

∑

j=1

|int( fj − fj−1)|, (3.9)

where fj = xj/P, x is the timestamp of thejth original observation, andP is the period under
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consideration. Note thatf is different from the definition ofφ used in Eqn. 3.8.f is the integer

part of an observation after phase folding;φ is the fractional part after phase folding. The term

( f1 − fn) represents the wrapping property of the folding, by adding the contribution from the

difference between the first and the last datapoints. The symbolN is employed for this metric, as

it is a sum of integer values.

Together,S and N provide the tools to identify properties of the dataset suchas period

sensitivity and spacing efficiency. They have the great advantage that they are purely functions

of time. They are independent of any properties of the actualobserved data themselves, such as

the signal shape or noise characteristics. They therefore cannot be biased by the lightcurve mag-

nitudes, and are thus general tools for evaluating the sampling function of arbitrary datasets. This

makes the application of these metrics straightforward andwidely applicable. From a computa-

tional standpoint they are fast to calculate, scaling linearly with the number of observations.

3.2.3 Peak ratio (A)

The quality of the periodogram is assessed by calculating the peak ratio, A, which is defined as

the ratio of the powers of the peak corresponding to the true period and the highest other peak

in the periodogram. There are three regimes of interest for this metric. Figure 3.4 illustrates the

‘alias’ regime, where the metric indicates the extent to which power has been lost to other strong

signal candidates. When aliases have been largely suppressed or when the overall level of noise

in the periodogram is large, the metric instead describes the prominence of the peak relative to the

spectral leakage, or to the background noise. These two situations are illustrated in Figures 3.5

and 3.6 respectively. For well-sampled datasets, alias signals can be suppressed to the level of the

background noise. In this caseA becomes a simple measure of signal strength. The relationship

to the alias property or peak amplitude is the motivation fordenoting this metricA.

The accuracy required for a given period measurement changes A. An observer would not

be interested in all nearby peaks or sub-peaks, but the scaleon which structure in the periodogram

is important is highly dependent on the nature of the scienceprogramme. In the simulations that

follow, periods within 10 per cent of the true period are considered to be adequate, in line with

typical accuracy requirements for rotation rate histograms (Littlefair et al., 2005). It is assumed

that the periods have an infinite coherence length, i.e. thatthe phase information does not change

over time.

3.3 Simulation parameters

3.3.1 Assumptions

The metrics discussed above were used to investigate the behaviour of a range of simulated

datasets. The general problem of ideal observation placement is extremely complex. Parameters

that could affect the quality of an observed lightcurve include:

• The total number of observations.
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Figure 3.4: Periodogram illustrating how theA metric can be applied as a measure of relative alias
strength.A1 andA2 are the amplitudes of the true signal peak (in this case, the highest peak) and
the highestother peak in the transform. The ratioA1

A2
is the value of theA metric.

• The total length of the observing run.

• The choice of sampling strategy within a fixed window of observations.

• The period range of scientific interest (both the limits of the range, and the relative impor-

tance of different sub-ranges).

• The nature of the science performed. For example a survey of alarge number of potential

variables looking at general trends in variable populationmay not require period determina-

tion to be as precise as an extended campaign on a single object of interest.

• Observing constraints imposed by the telescope itself.

• The shape of the underlying signal. For example pulsating variables such as Cepheids have

a distinctive saw-tooth shaped lightcurve. Observations made during the short, steep descent

of the lightcurve may be more valuable than observations made during the slow rise.

• Noise, both correlated and uncorrelated.Correlated noise is noise which is a function of

time, and thus is linked to the value of the noise at previous observations. This is effectively

a second signal in the data that obscures the primary signal of interest. For example, a linear

trend in the photometry may be due to some systematic effect within the detector, while a

second periodic signal in the data might be due to a binary companion. Aperiodic variation,

arising for example from changes in starspot configuration,is another source of correlated
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Figure 3.5: Periodogram illustrating how theA metric, defined as the ratioA1
A2

, can represent the
power at the true period relative to the spectral leakage. Nonoise has been added to this signal;
interference effects are due to the (relatively poor) choice of sampling. Thesignal is a simple
sinusoid withPrel = 0.10163, sampled with 100 datapoints using a geometric base ofx = 1.10,
randomly respaced (see Sec. 3.7). The inset gives the amplitude of the corresponding window
function, as a function of frequency.
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Figure 3.6: Periodogram illustrating how theA metric, defined as the ratioA1
A2

, can represent the
power at the true period relative to the overall level of noise present in the signal. The input signal
is the same as for Fig. 3.5, but with the additional application of noise equal to half the amplitude
of the signal . In this case, the geometric sampling base usedwasx = 1.03, to minimise the effects
of spectral leakage (see Sec. 3.6). The inset gives the amplitude of the corresponding window
function, as a function of frequency; note the relatively minor interference contributions.
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noise, if the timescale for such changes is of the order of therun-length.Uncorrelated noise

arises from the detector setup, the number of photons detected, measurement uncertainties

and so on.

In the simulations that follow, timestamps in the range 0–1 were generated according to

the sampling scheme under consideration. Where the value ofA or the behaviour of the peri-

odogram itself was considered, a range of sinusoidal signals of amplitude 1 with random phase

were generated and the value of the signal evaluated at each sampling point. Realistic levels of un-

correlated noise were also applied (see Section 3.6.2 for the full details).S andN were calculated

by evaluating the timestamps after phase folding at the known period.

3.3.2 Peak-finding algorithm

The determination ofA was achieved by running a custom peak finding algorithm on theFourier

transform of each sampled signal. The peak-finder vertically processes the Fourier landscape,

beginning at high amplitude and working down with successive sweeps. At each stage, a list

of current peaks is updated by considering whether adjacentfrequencies in the transform have

amplitudes that fall within the current sweep. The highest value of the peak found so far is stored.

The edge of a peak is defined by the imposed accuracy threshold(see Section 3.2.3), and individual

frequencies may only be part of a single peak. In the case of the simulations that follow, this cutoff

was set at 10%, so that any frequencies within 10% of the current highest peak with amplitudes

above the current sweep level were evaluated as part of that peak. This strategy allowed the

algorithm to avoid being trapped by sub-peaks and spurious noise, without compromising the

peak resolution by looking at too broad a range of frequencies. Once the full transform was swept,

the value ofA was calculated by simply taking the ratio of the two highest peak values.

3.4 Linear placement

The simplest strategy for placing observations is even sampling. It is obvious that an evenly spaced

sampling with enough observations will correctly sample a period range. Since the behaviour of

such a regularly-spaced time series is well understood, it provides a useful baseline from which

to investigate how the behaviour of the various metrics described in Section 3.2 respond to both

adequately and undersampled datasets.

Figures 3.7–3.9 illustrate the variation of the three metrics A, S and N for three linearly

sampled datasets, with 12, 100 and 1000 observations.

3.4.1 A

The undersampling problem is dramatically highlighted by the behaviour of theA metric. Figure

3.7 provides a clear illustration of the effects of undersampling in a regularly spaced sample set.

The period range of interest spans two decades, from 0.01–1 in relative period. For Nyquist

sampling an even spacing would correspond to 200 or more observations. For the two smaller

datasets, this level of sampling is not achieved, leading tothe presence of alias features in the
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Figure 3.7: Variation ofA with period for three linearly sampled datasets. The aliasing problem
dominates the metric ifn lies below the Nyquist sampling threshold of 200. A sharp spike occurs
for then = 100 dataset when the alias falls within the 10 per cent separation distance.

periodogram with power similar to the true period. This is reflected in the behaviour ofA, which

remains nearly constant at around 1 forn = 12 andn = 200, indicating the presence of a minimum

of two very similar peaks in the periodogram. In contrast, for n = 1000 (Fig. 3.7, bottom panel) the

sampling is adequate, and the value ofA is relatively high. Even in the case of adequately sampled

data, applying a small ‘jitter’ to the placement of individual observations can help suppress aliasing

effects. In practice, some degree of jitter is automatically applied to real datasets, since it would

be highly unusual for observations to be made at precisely the same time on every night of an

observing run.

If the period range searched for each of our datasets is chosen such that the minimum

period corresponds to the maximum recoverable frequency for that number of observations (νmax =

νN/2), then aliases do not arise. Figure 3.8 shows the value ofA for the three datasets, when the

period search space is thus reduced.
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Figure 3.8: Variation ofA with period for three linear observing regimes for which themaximum
recoverable frequency has been set to the Nyquist frequency. As long as the frequency sampling
regime lies above the Nyquist limit, the value ofA is invariant with respect to the number of
observationsn.
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This behaviour demonstrates how the false alarm probability is not useful as a metric here.

Although the false alarm probability provides the probability that a peak could have been produced

by chance, it says nothing about how many such peaks can existas a result of aliasing.

3.4.2 S and N

A pure linear sampling, where observations are placed at fixed intervals in time, illustrates well

the severe phase coverage issues that can arise from a poorlyplaced sample set. Figure 3.9 shows

the effect of this sampling in terms of theS metric. Large spikes occur in the value ofS at

periodic intervals corresponding to multiples of the spacing value. These spikes arise because

evenly spaced observations in time map back to the same points in phase space for a significant

subset of possible periods. Such observations contribute nothing to the total information content of

a folded lightcurve and are thus redundant from a phase coverage perspective. This is particularly

bad for finding periods, because it implies an uneven sensitivity to periods of different lengths,

which could introduce a systematic bias into a set of period determinations.

As the number of observations in a dataset is increased, the dataset becomes more stable,

reducing the degree of structure. This arises because asn increases, the impact of any single

observation on the overall phase coverage becomes less significant. See Figure 3.12 (discussed in

section 3.5) for a clear demonstration of this.

Figure 3.10 (top panel) indicates how the interconnectivity N varies for a linear sampling

with n = 100 datapoints. The structured nature of the period space isevident for relative periods

of 0.5 or less (corresponding to true periods sampled by a total observing run over twice the period

length) — the preferred regime for most observers. Sharp discontinuities occur when a favourable

mapping interleaves many observations (producing a highN), while other mappings, very close in

period space, lead to poor interleaving.

3.4.3 Conclusions

Linear undersampling demonstrates extreme behaviour for pathological cases with unfortunate

periods. This makes it unsuitable for period searches with limited observations. Nevertheless, a

linear sampling is the preferred sampling strategy when thedataset possesses enough observations

to adequately sample the smallest period of interest. In practice, most of the problems of linear

sampling described here can be overcome by ‘jittering’, theapplication of a small random compo-

nent to the placement of each observation (Beutler, 1970). This is effectively the combination of a

linear and a random sampling strategy. To understand how this changes the situation, we move in

the next section to consider a purely random sampling strategy.

3.5 Random placement

While linear sampling provides a simple, unambiguous sampling rule when there are sufficient

observations, robotic telescopes are in practice often observation-limited. Robotic telescopes can

quickly become overhead-limited because of the fixed, finitetime required to perform target ac-
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Figure 3.9: Variation ofS with period for three linearly sampled datasets. Structureis evident at
all dataset sizes, but is much more pronounced when the totalnumber of observations is small.
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Figure 3.10: Comparing howN varies with period in the linear, the strictly random and thege-
ometric case. For a pure linear sampling, (top) severe structuring is evident at lower periods.
Outside the linear regime,N is less informative, because the relatively good phase folding means
that the plot is dominated instead by the number of interleavings.
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quisition. Space-based systems suffer from a similar problem. Once the overhead for each obser-

vation becomes a significant fraction of the total telescopetime, a regime of sharply diminishing

returns is entered, where taking additional observations is much more expensive than increasing

exposure time. Random placement, an extreme form of jittering in the limit where the jitter length

is equal to the total run-length, is an obvious alternative to a pure linear spacing. Each observation

is placed at a randomly determined point somewhere along therun length, and no observation

position depends on any other.

3.5.1 A

Figure 3.11 shows the variation ofA with relative period for the three datasets. In all three cases,

the value ofA is greater than unity, substantially so for then = 100 andn = 1000 datasets.

This behaviour is in sharp contrast to the linear samplings of Figure 3.7, where the undersampled

regimes remain largely static with respect toA, indicating the presence of strong alias peaks. Thus

randomising the spacings has enabled coverage of the entirefrequency range of interest.

The trade-off is increased background ‘grass’ across all frequencies of the periodogram.

Comparing then = 100 datasets of Figures 3.8 and 3.11 makes the point. When randomly sampled

(Fig. 3.11, centre panel),A remains relatively constant at an approximate value of between 4 and

8, indicating a peak several times stronger than the background noise. In the linear case (Fig. 3.8)

with the reduced period search space, theA value is much higher in the short period regime, and

at its lowest point remains twice as strong as the equivalentrandom metric.

The background disturbance is present even when the random dataset has many more ob-

servations than would be required for Nyquist sampling, forexample in then = 1000 regime.

There are two main causes of this noise. Because the observations are placed purely at random, it

is quite possible for many of the gaps between observations to be much smaller than are required

by our period range. These gaps are thus sampling frequencies outside of the range of interest,

and do not contribute as much useful information to the sample set. Similarly, because the gaps

are not precisely assigned, it is possible for particular areas of the frequency space to experience

clustered sampling when pairs of observations fall, by chance, very near to one another in the

frequency space. Both of these effects are manifestations of spectral leakage, and arise entirely

from the choice of sampling.

3.5.2 S and N

Figure 3.12 shows the behaviour ofS for a random distribution at each of the three dataset sizes.

In this random regime,S shows the stabilising effect of increasing the number of observa-

tions. Asn increases, the amplitude of variation ofS with period becomes much smaller. The

extra observations essentially provide a kind of stabilityto theS metric by guaranteeing an av-

erage spacing between folded points which converges to the same value for largen, moderating

the clustering effect described above in the discussion ofA. This has important implications for

period sensitivity. If the number of observations is too low, then the structure introduced inS

implies that not all periods are equal: some periods will have intrinsically better phase coverage
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Figure 3.11: The variation of A against relative period, fora sinusoidal lightcurve randomly sam-
pled at three different dataset sizes.
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Figure 3.12: The variation ofS against relative period, for 12, 100 and 1000 randomly selected
observations of a sinusoidal lightcurve.



3.6. GEOMETRIC PLACEMENT 68

than others. When enough observations are made, random placement pushesS towards a value of

2, rather than the ideal best sampling of 1. This arises from the fact thatS is essentially a measure

of variance.

Figure 3.10 (centre panel) shows the variation ofN for a randomly distributed dataset. The

fine structure evident in the linear regime is no longer visible. This fine structure, the manifestation

of the second term in Eqn. 3.9, is obscured by the large integer value of the interleaving provided

by the first term.

3.5.3 Conclusions

By replacing a linear sampling with a randomised one, it is possible to cover frequencies below

the Nyquist rate for even spacing. This coverage comes at theexpense of increased background

distortion in the transform (spectral leakage), the inevitable result of reducing the global signal

coverage by spreading the observations over a greater period range. However, aliases arising from

the undersampling are completely removed by moving away from the linear sampling regime. It

is also seen that to some extent the periodogram is degraded because of redundant sampling, both

by sampling frequencies outside the regime of interest, andoversampling frequencies within the

regime as a result of chance. This suggests an improvement — explicitly choosing the size of the

gaps between observations.

3.6 Geometric placement

The results of the random sampling experiments described inSection 3.5 show that the critical

issue is the spacing of observations. This is obscured in theperiodogram by the complicating

presence of a signal, as well as any applied noise. Deeming (1975) considered the sampling

problem in terms of the window function alone, deconvolved from the signal itself. This is an

elegant and very general way to evaluate any arbitrary sampling, because it is independent of

signal shape or amplitude.

A set of observing times specified by a single variable power law allow a wide range of

gap spacings to be considered while limiting the vast searchspace of possible samplings. An-

other attractive feature of such a scheme is its intrinsic scale-invariance, a requirement for any

truly general solution. We generate our observation times with a geometric distribution using the

scheme

tk =
xk − 1

x(N−1) − 1
T, (3.10)

wheretk is the (time) value of the point in the series,x is the base of the series,k is the number

of the current data point,N is the total number of observations andT is the duration of the total

observing interval. This produces a geometrically-spaceddistribution such that 0≤ tk ≤ T .

The parameterx, which shall be termed thegeometric base, may be (almost) arbitrarily

chosen. The generating function given by Eqn. 3.10 divergesat x = 1, which is the value cor-

responding to the limiting case of linear sampling. Values of x > 1 produce increasingly tightly
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packed sets of geometrically spaced points. Since the window function is in general complex, for

comparison with Deeming (1975) we follow the convention of examining the normalised ampli-

tudeA(ν), defined as the square of the amplitude of the window function, normalised by the square

of the number of datapoints, such that

A(ν) =
|δ(ν)|2

N2
. (3.11)

Theoptimal base, xopt can then be defined as the value for which the overall degree ofstructure

present inA(ν) is minimised. The root mean square (RMS) ofA(ν) relative to the mean, given by

xrms =

√

√

1
n

n
∑

x=1

(

A (νi) − Ā (νi)
)2
, (3.12)

whereĀ is the mean amplitude, provides a straightforward metric for identifying structure. Min-

imising the RMS thus represents the desire of the astronomerto achieve relatively even sensitivity

to periods. Note that this RMS is a function of the normalisedamplitudeA(ν), not a direct RMS

of the window function amplitudeδ(ν).

In order to retain sensitivity to the higher frequency structure,A(ν) is evaluated for frequen-

cies in the range 0.1 < νN ≤ 5 (in units of the Nyquist frequency for an equivalent even sampling).

In practice, the range of the window function that needs to beconsidered will vary depending on

the degree of undersampling of a given dataset (which is a function of the number of observations

and the length of the dataset), and the maximum frequency to be detected. Since what matters is

the frequency with respect to the total time interval, we define the dimensionlessrelative frequency

as

νrel = νT. (3.13)

Then the relative limiting frequency in units of the relative Nyquist frequency is simplyνmax/νN.

Although in principle the geometric base can be arbitrarilychosen, practical considerations

provide a strong constraint. Consider a long observing run,with a baseline of one year. If ob-

servations are to be placed (for example) no closer than one second apart (although they could be

spaced wider), then the maximum geometric base that provides spacings greater than this min-

imum is strongly constrained by the total number of observations, as illustrated in Figure 3.13.

Thus the investigation is limited to the fraction of the power law space bounded by the curve.

3.6.1 Comparison with Deeming (1975)

Deeming (1975) generated 25 datapoints according to the formula

t ∼



















k−1/α (k = 1 . . . 12)

(25− k)−1/α (k = 13. . . 24).
(3.14)

Figure 3.14 plots the window function for this distributionwith α = 1.0. This is a near-

optimal value ofα by visual inspection and RMS comparison. Figure 3.15 presents the window
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Figure 3.13: The maximum practical geometric base as a function of the total number of observa-
tions, for a given ratio of shortest period to run length.

Figure 3.14: The window function (where the amplitude is given by |δ(ν)|2/N2) produced by
Deeming’s distribution, with a close to optimal value ofα = 1.0. The RMS is 0.0361.
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Figure 3.15: The window function for a typical random distribution of 25 data points. The RMS
is 0.0386.

Figure 3.16: The window function for the optimum geometric sampling of 25 data points, for
x = 1.124. The RMS is 0.0201.
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Figure 3.17: RMS as a function of geometric base, forN = 25. The optimum value isx = 1.124.

function for a randomly spaced set of 25 datapoints. The typical size of the interference structures

at high frequency are comparable, as indicated by the similar RMS values of the two graphs.

Figure 3.16 is the window function for an optimal geometric spacing, where the value ofx was

chosen according to the minimum of Figure 3.17. The geometric spacing exhibits much better

high frequency suppression, with an RMS roughly half that ofeither of the other spacings, at the

price of a slightly broader true peak (centred by construction atν = 0). This broadening is a

consequence of the undersampling. Although the effective limit for frequency reconstruction can

be pushed to higher frequencies, we sacrifice some of our knowledge of lower frequencies in order

to do so. In particular, the precise frequency of the true signal is less clearly represented in the

window function.

Note that the choice of geometric base is critical to the success of the sampling. Figure 3.18

shows how structure can be reintroduced into the window function by a poor choice of geometric

base. This situation occurs because a sub-optimal geometric base essentially ‘wastes’ informa-

tion, oversampling some frequencies and undersampling others. The pathological case of even

sampling is a limiting example of this problem, where a largenumber of the sampled frequencies

are massively oversampled, and therefore redundant. For datasets with more than 25 datapoints,

the correct choice of geometric base is much more important.Figure 3.19 plots RMS as a function

of geometric base for datasets with 25, 100 and 500 observations. The larger datasets possess

much narrower minima ‘valleys’ than then = 25 dataset. At these dataset sizes, any substantial

deviation from the optimal base will lead to rapid deterioration of the window function.
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Figure 3.18: Window functions for three geometric spacingsof 25 datapoints. The top panel
illustrates aliasing effects at a near linear sampling ofx = 1.0094, while atx = 1.3 (bottom panel)
the effects of near frequency interference are apparent. The optimum geometric spacing for this
number of datapoints is shown for comparison (x = 1.124, centre panel).



3.6. GEOMETRIC PLACEMENT 74

Figure 3.19: Comparison of the variation of RMS with geometric base, for three dataset sizes.
Whenn = 25, a relatively broad range of bases lie close to the minimumRMS. For larger numbers
of datapoints, the choice of optimal base is much more tightly constrained.

3.6.2 Noise

Whilst in the idealised case without noise a suitable geometric sampling is the correct sampling,

the effects of noise on the result must be considered. If noise dominates the periodogram, then

there may be little point in optimising in the manner described. A range of equally plausible

‘optimal’ geometric bases will exist, since the quality of the final observed Fourier transform is

noise-limited rather than window function-limited.

When making actual observations, an observer must decide how to divide a fixed total

amount of telescope time (exposure time plus overheads). This choice impacts signal-to-noise,

since for most practical observing scenarios the signal-to-noise increases as the square root of

the total exposure time. However, the window function has nonoise dependency. The quality

of a specific window function as a function of frequency is determined entirely by the choice of

sampling time. This means that noise will only be of practical concern to the observing strategy

if it is greater than the mean amplitude of the spectral leakage, the level of power added to the

background frequencies by the choice of sampling.

To explore the practical effects of noise on the ability to recover a signal from a set of

observations requires a return to the sinusoidal signal injection method described in the earlier

results for linear and random sampling (see Sections 3.4 and3.5). For a 100 observation dataset,

noise is applied equal to one third of the full amplitude of the signal (Figure 3.20) and equal to the

amplitude of the signal itself (Figure 3.22). This yields a signal-to-noise of 3.33 and 1 respectively.
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It should be noted that this is not the signal-to-noise normally quoted by astronomers, where the

time-varying signal is superimposed upon a constant flux. For comparison, in a typical observing

scenario where the full amplitude of the signal modulation might make up around 10 per cent of

the incident signal flux, the simulated noise described herewould correspond to an observational

combined signal-to-noise of around 33 and 10.

In Figure 3.20 the noise level is comparable to the spectral leakage, and we see the optimal

base choice clearly picked out by theA metric. Lighter pixels indicate higher (and thus better)

values ofA. For comparison, Figure 3.21 gives the RMS of the window function as a function of

geometric base for the same dataset. Figure 3.22 illustrates the degradation of the periodogram

under the effects of extreme noise. Under these conditions, the choice ofgeometric base is much

less important, because the amplitude of the noise is typically much greater than the amplitude of

the spectral leakage.

The conclusion is that noise is not a contributing factor to the choice of optimal base for

standard astronomical applications.

3.6.3 A

The existence of an optimal geometric base is generally truefor any number of datapoints. How-

ever, there are some interesting qualitative differences. Figures 3.23 and 3.24 plot the three-

dimensional space of possible power law base against relative period in terms ofA for the 12

and 1000 observation datasets.

The critical feature at all dataset regimes is the presence of a bright vertical band of optimal

bases, for which the value ofA is maximised. The optimal base shows no variation with period

because it is governed solely by the window function, which is itself independent of the signal. In

all cases, optimal bases lying above this limit produce suboptimal samplings. The precise value

of the optimal base depends on the number of observations. For the n = 1000 dataset of Figure

3.24, the lightcurve has been sampled with many more datapoints than the 200 uniformly spaced

observations required to achieve Nyquist sampling. In thissituation the result that linear sampling

provides the best coverage of the period range is recovered.

If the number of observations is small, as in Fig. 3.23, then adegree of structure is intro-

duced to the base-period plane, because the size of the gaps between observations is large enough

to allow poor folding for some period ranges. This effect is simply a manifestation of the degree

of coarseness of the sampling. The areas of poor phase coverage appear as long dark swathes that

grow in width as the period of the signal approaches the run-length. As the number of observa-

tions in the geometric series is increased, these gaps shrink, although very fine structure can still

be discerned even for then = 1000 dataset.

The geometric base that maximisesA for a given number of observations is that which gen-

erates a sampling distribution that best covers the desiredfrequency range. By placing observa-

tions geometrically, broader frequency coverage can be regained, at the expense of detailed cover-

age of narrower frequency bands. Without adequate broad frequency coverage, aliasing problems

dominate the periodogram, as previously discussed for the linear case. Thus the ideal geometric

base represents the balancing point between sharp period ambiguities and a generally poor phase
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Figure 3.20:A for anN = 100 ordered geometric lightcurve with noise equal to 30% of the signal
amplitude, as a function of geometric base and injected signal frequency.
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Figure 3.21: RMS of the window function, as a function of geometric base, forN = 100. The
optimum value isx = 1.032.

coverage that produces power over a wide range of frequencies. It is the spacing at which the

maximum value of the spectral leakage falls to the level of the background noise.

A higher geometric base corresponds to a greater clusteringof data points towards one

end of the observing run (for timestamps generated from Eqn.3.10, this clustering occurs at

the beginning of the run), which alters the frequency sampling in favour of smaller gaps. This

is beneficial until the point at which the gaps become so smallthat a disproportionate number

of very high frequencies have been sampled, at the expense ofcoverage at lower frequencies.

Naively, one might expect this limit to occur when the size ofthe first gap is around half the width

of the minimum period of interest. However it was found empirically that in fact the optimum

choice of geometric base has a minimum sampling frequency somewhat smaller than this number.

This is consistent with the descriptions in the literature discussed in Section 3.1.3, where it was

shown that it is possible to accurately identify smaller periods than expected.

An intuitive way to visualise what is happening is as follows. Consider a sampling of only

two points. This provides only one gap, and hence only one sampled frequency in the resulting

Fourier transform. If a third point is added, however, it interacts with both of the previously

placed points, producing a total of three frequencies. In fact, for n observations, the total number

of frequenciesF sampled is a triangular number (the additive analogue of thefactorial) given by

F = (n − 1)+ (n − 2)+ . . . + 1 (wheren ≥ 2) (3.15)

Thus if the smallest gap is exactly sufficient to sample the highest frequency of interest,
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Figure 3.22:A for anN = 100 ordered geometric lightcurve with noise equal to 100% ofthe signal
amplitude, as a function of geometric base and injected signal frequency. High noise dominates
the periodogram, washing out structure in the plane.
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Figure 3.23:A for a 12 point ordered geometric lightcurve, as a function ofgeometric base and
period.
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Figure 3.24:A for a 1000 point ordered geometric lightcurve, as a functionof geometric base and
period.
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then that frequency is sampled, but only once. But if this gapis somewhat smaller still, then the

highest frequency is sampled several times by the gaps between non-adjacent points. The price is

that the very smallest gaps are sampling some frequencies higher than the regime of interest. This

means irrelevant frequencies are being acquired at the expense of coverage in the desired range.

Hence the position of the optimum base is a trade-off, balancing small numbers of useless high

frequencies with the additional useful frequency coveragetheir observations provide.

This picture also explains the roughly triangular region ofoptimality in Figure 3.24. For

any choice of distribution, including linear or random, themajority of the covered frequencies lie

at the mid-range of the period search space. Simply put, there are only a few very short and very

long frequencies. This means that mid-range periods have the best frequency coverage, and are

the most resilient if the geometric base is increased. It also raises an interesting possibility: since

for any distribution the mid-range of frequencies is rathersimilar, the distinctions between sam-

pling strategies are largely governed by the extreme frequencies. Therefore shuffling a geometric

sampling, preserving the individual smallest gaps but changing the set of mid-range gaps, is an

interesting idea. It is explored in the next section.

3.7 Randomised geometric placement

Given the favourable properties of a standard geometric sampling, a good question to ask is

whether the order of the sampling matters. The choice of spacing may be preserved while modi-

fying the order in which observations take place. This is equivalent to shuffling the gaps between

observations. One motivation for doing this is that it allows individual observations to be placed

with much more flexibility than an ordered geometric spacing, greatly easing scheduling problems.

Figure 3.25 plots the variation of RMS with geometric base for a 25 point reshuffled geo-

metric spacing. For comparison, the ordered geometric spacing is overplotted (dashes). In general,

a randomised geometric spacing has a slightly higher RMS than the equivalent ordered spacing

over the range of optimal bases. Figure 3.26 shows the windowfunction for the base with the

lowest RMS. It should be noted that each random realisation has its own unique window function,

and that for small values ofN the RMS values can vary markedly from run to run. However, the

range of variation in RMS across the space of possible randomrealisations shrinks rapidly with

increasingN.

The different behaviour between the ordered and randomised geometric spacing is more

clearly illustrated in Figure 3.27. The optimal range of bases remains almost the same as for the

ordered case. In general, the smoothness (as measured by theRMS value) of the window function

of the best randomised geometric spacing is not quite as goodas the equivalent ordered spacing.

However, the randomised spacing degrades much more smoothly with increasing geometric base

— for sub-optimal choices of the geometric base, a randomised spacing out-performs the ordered

spacing. This has important implications for observing programmes in which the total number of

observations is a highly dynamic quantity which cannot be accurately predicted in advance. In

such a context, choosing a randomised geometric spacing would allow the observing programme

more flexibility with the total number of observations and their spacings, while seeking to optimise



3.7. RANDOMISED GEOMETRIC PLACEMENT 82

Figure 3.25: RMS as a function of randomised geometric base,for N = 25 (solid line). For
comparison, the ordered geometric spacing has been overplotted (dashes).

Figure 3.26: A typical window function for an optimum randomised geometric sampling of 25
data points, wherex = 1.128. The RMS is 0.025.
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Figure 3.27: Randomised geometric base as a function of RMS,for N = 100 (solid line). For
comparison, the ordered geometric spacing has been overplotted (dashes).

the schedule based on the current estimate of the run size andduration. Such an algorithm could

form the basis of anadaptive scheduling agent, an autonomous software entity which encapsulates

sampling knowledge and attempts to exploit it in a real worldenvironment. Chapter 4 describes

such an algorithm.

3.8 Practical application

Figure 3.28 presents the optimal geometric base, found by minimising the RMS of the window

function, for each of a range of randomly respaced geometricsampling scenarios. By taking

the period range and run-length of interest, converting them into a relative limiting frequency,

and then estimating the total number of observations to be made, the ideal geometric base for

different observation regimes can be found. Expressing the limiting frequency in units ofνN, and

substituting Equation 3.1 gives

(

ν

νN

)

=
2Tν
N
=

2νrel

N
(3.16)

As an example, an astronomer with access to a robotic networkis planning a 3 week observ-

ing run, searching for periods ranging from 5 hours to 10 days. This corresponds to a minimum

relative period of 0.0099, and thus a maximum limiting relative frequencyνrel of 101. If the total

number of observations is likely to be around 100, then(ν/νN) ≈ 2. Applying the lower curve in

Figure 3.28, the ideal sampling base is found to lie at around1.02.
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Figure 3.28: Optimal geometric bases, as determined by minimum RMS, for datasets spanning 10
to 500 datapoints. For a relative maximum limiting frequency of 2 (lower panel), optimal bases
tend to be closer to linear sampling than an equivalent sampling extending over a much higher
dynamic range (upper panel). Simulations out to a relative maximum limiting frequency of 12.5
show almost no deviation from the optimal bases calculated for theνmax/νN = 5 case.
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Although Figure 3.28 has, in principle, to be recalculated for each particular value of(ν/νN),

in practice no change was found in the set of optimum bases forrelative maximum limiting fre-

quencies greater than 5, and the optimal minima are sufficiently broad that crude interpolation

should suffice for smaller values. If the relative limiting frequency isfound to be below 1, then

enough datapoints exist to sample evenly. No further optimisation is required.

Thus the observer should apply the following procedure to build an observing schedule.

The signal range of interest must be identified, and the likely size of the dataset and its duration

estimated. This allows the optimal geometric base to be calculated. Having ascertained the optimal

base, Equation 3.10 may be used to calculate a series of observation times. The resulting gaps may

then be reordered as desired as the run proceeds, for exampleto accommodate practical constraints

such as weather conditions or telescope maintenance, or to facilitate a single night’s intensive

coverage during a period of dark time.

3.9 Conclusions

The work in this chapter has sought to answer the question of how best to place a limited number

of observations in such a way as to minimise aliasing effects arising from undersampling. A series

of metrics for measuring phase coverage (S ), cycle count (interconnectivity,N) and the quality

of the periodogram (A) have been presented. The properties of various types of samplings have

been analysed in these terms, and a detailed understanding of undersampled behaviour developed.

By applying a simple geometric sampling rule, the ability tosignificantly improve the quality of

the periodogram has been demonstrated. This placement strategy outperforms previous sampling

schemes from the literature. It has the advantage that it is easy to apply at the telescope for datasets

of arbitrary size, has calculated empirical solutions for different observing scenarios, and exhibits

surprising flexibility arising from the effects of reordering. By careful sampling the improvements

that can be made in data quality, or alternatively the savings that may be accrued in telescope time

are substantial.



Chapter 4

An Agent for Variable Star Observing

4.1 Introduction

4.1.1 Motivation

In the previous chapter an optimal sampling technique was presented that was based on the ge-

ometric spacing of observations. This provides a way to determine the ideal set of observations

for a particular period-sampling problem (Saunders et al.,2006b). It was argued that such a series

was ideally suited to a multiple-telescope paradigm because of the potential to observe at very

specific, widely separated time intervals, and the ability to overcome diurnal breaks in coverage

by the judicious use of longitudinally distant telescopes.

However, observations are not guaranteed. In the dispatch model of telescope scheduling

users request observations, but it is up to the telescope scheduler to decide whether such requests

are honoured. Observations may still fail even when submitted to an entirely cooperative sched-

uler, due to the possibility of telescope downtime or, more commonly, inclement weather. Thus,

any system seeking to reliably implement an optimal geometric sampling technique must in prac-

tice deal with the issue of observation uncertainty.

This chapter describes the implementation of an adaptive, dynamically determined algo-

rithm that addresses the practical problem of observing undersampled, periodic, time-varying phe-

nomena. The system is an implementation of a branch of computer science known asmultiagent

systems, a relatively young field related to artificial intelligence. In the multiagent software model,

the atomic component of the system is is an autonomous entitycapable of making its own deci-

sions called anagent. Individual agents interact with one another, communicating with each other

in order to achieve a greater goal. The general behaviour of the system is thus the product of the

interactions of the multiple agents from which it is composed.

A brief overview of multiagent systems follows, that highlights only those aspects immedi-

ately relevant to this chapter. This is followed in Section 4.2 by a discussion of the architecture of

the eSTAR multiagent system (Allan et al., 2004a), and the physical network of telescopes called

Robonet-1.0 over which it operates.

Section 4.3 describes the design and implementation of the decision-making algorithm of

the adaptive scheduling agent. Section 4.4 describes the testing process, including network sim-

86
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ulations. The results of the on-sky observing run (managed autonomously by this agent) are pre-

sented, and the performance of the agent is discussed in Section 4.5. Finally, conclusions are

presented in Section 4.6.

4.1.2 What is an agent?

Perhaps rather surprisingly, the question of how an agent isdefined is not as straightforward as

it may at first appear. Definitions of agency tend to fall between two extremes. At the most

reductionist level, an agent is any automata which behaves as it has been programmed. This ex-

tremely broad definition thus includes most computational processes, including ultra-fine-grained

processes such as addition. At the other extreme, agents areconscious, cognitive entities. Since no

software agents have ever been developed which would fulfillsuch a criterion, under this definition

the entire field of agent research is inadequate.

It would seem that the first definition is too permissive to be usefully applied, while the

second is so far beyond the current state of the art that it haslittle practical use. For the purposes

of this discussion, a definition amalgamated from Wooldridge & Jennings (1995) and Huhns &

Singh (1998) shall be used here:

Agents are active, persistent software components, which perceive, reason, act, com-

municate, and are capable ofautonomous action in order to meet their design objec-

tives.

4.1.3 Autonomy

One of the properties which makes agents difficult to define is the notion ofautonomy. The

problem arises because there are a number of different kinds of autonomy which may be exhibited

by ‘autonomous systems’. The following are described by Huhns & Singh (1998).

• Absolute autonomy.An absolutely autonomous agent is one which may choose any actions

it likes. In general, absolute autonomy is not a desirable feature of agent systems, because

useful agents ordinarily have some purpose envisaged by their designer, which constrains

them.

• Social autonomy. Coordination with others reduces the autonomy of individual agents.

For example, by choosing to queue at a bus-stop, an individual gives up some portion of

their autonomy (their freedom to get on the bus first), in order to coordinate with others

attempting to board the bus. In this way, the good of the wholeis maximised at the expense

of the individual. Social autonomy is the case where an agentattempts to coordinate with

others where appropriate, but displays autonomy in its choice of commitments to others

(e.g. in making the decision to join the queue).

• Interface autonomy. To perform useful functions, agent autonomy is typically constrained

by an API (application programming interface). Interface autonomy describes the level of

autonomy hidden behind the API of an agent — what the agent canchoose to do subject to

obeying the API. It is therefore autonomy with respect to internal design.
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• Execution autonomy.The extent to which an agent has control of its own actions is its level

of execution autonomy. This flavour of autonomy arises because an agent that is controlled

to some extent by a user or other process may appear to be autonomous to other agents,

but is clearly less independent than an uncontrolled agent.An example of the constraint of

execution autonomy is an e-commerce agent that requests verification from a user before

proceeding to complete a transaction (Chavez & Maes, 1996).

• Design autonomy. The extent to which an agent design is constrained by outsidefactors

is described by design autonomy. For example, communication with other agents may re-

quire an ability to represent beliefs, or for communications to be implemented in a specific

language. The design is therefore constrained by these requirements.

4.1.4 Multi-agent systems and other fields

The field of agents overlaps a number of other areas of computer science. It is therefore useful to

describe how agents differ from other areas of research.

• Objects. Agents and objects seem at first sight to be rather similar. Objects are defined as

‘computational entities that encapsulate some state, are able to perform actions, or meth-

ods on this state, and communicate by message-passing’ (Wooldridge, 2002). However,

there are three main differences between the agent and object models. Firstly, whileobjects

may exhibit autonomy over their internalstate (through the use of public and private vari-

ables, for example), they exhibit no control over their ownbehaviour — that is, they do

not possess any degree of execution autonomy. Secondly, theobject model has nothing to

say about reactive, proactive, or social behaviour — all keyfeatures of agent systems. Fi-

nally, multi-agent systems are by definition multi-threaded, concurrent systems, possessing

many threads of control. Critically, an agent encompasses its own thread of control. While

some form of threading is commonly implemented in object-oriented languages, it is not a

requirement of the standard object model.

This is not to say that agents cannot be implemented in an object-oriented manner. The

agent abstraction is simply a higher level view of the systemarchitecture, and is concerned

with different issues.

• Distributed and concurrent systems.As described above, multi-agent systems are a subset

of concurrent systems. Therefore all the problems associated with concurrency, such as

deadlock, synchronisation, resource sharing and so on are also issues in multi-agent systems.

However, the focus of the two fields is rather different. In particular, multi-agent systems

frequently require synchronisation to take place dynamically, at run-time. Also, because

entities in concurrent systems typically share a common goal, problems of negotiation and

cooperation with other self-interested entities are not a feature of the concurrency field.

• Artificial Intelligence (AI). There are two main differences between the agent field and the

broader field of artificial intelligence. Firstly, AI is largely concerned with the components
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of intelligence. These include learning, understanding, planning and knowledge represen-

tation. Agent systems are concerned with the integrated final machine — how to build an

autonomous, decision-making agent, and interact successfully with other agents to solve

problems. It turns out that it is not necessary to solve the (numerous) problems of AI in or-

der to build successful agents. Secondly, multi-agent systems are concerned with problems

of societies — cooperation, coordination, negotiation, and so on. AI hastraditionally taken

a much more reductionist approach, concentrating on the individual, and consequently has

little to say about these problems.

• Web and Grid services.The fields of Web services and Grid computing are concerned with

solving the problems of integrating heterogeneous resources and processes in complex, dy-

namic, massively distributed systems (the Internet and thevarious Grid environments). They

overlap with agent systems in areas such as concurrency, resource brokering, trust, commu-

nication, wrapping of legacy components and reaction to changes of environment. However,

Web services are much more like objects than agents. They respond to external requests,

and do not display behavioural (execution) autonomy. The other difference is situational

— agent systems need not be based inside Internet or Grid environments (although this is

likely to become the dominant trend within the field). Most ofthe successful agent projects

to date have been bespoke applications situated in very specific environments such as indus-

trial processing and air traffic control, for example (Jennings et al., 1996; Ljunberg & Lucas,

1992).

4.1.5 Reactive architectures

Reactive or situated approaches to agent-building arise from a rejection of the classical AI ap-

proach of logical or symbolic reasoning. Authors such as Brooks (1991) and Rosenschein &

Kaelbling (1996) propose that theenvironment in which an agent system is situated is a critical

feature of intelligent, rational behaviour, and cannot be divorced from the internal agent archi-

tecture. In particular, intelligent behaviour can be viewed as a function of the interaction of an

agent with its environment. This radical idea has given riseto the field ofemergent systems —

systems built from individual components which do not exhibit reasoning capabilities, but which

interact with each other and the environment to produce complex, intelligent behaviour. This idea

of ‘intelligence without reason’ (Brooks, 1991) takes as its inspiration examples from the natural

world such as ant colonies and bee societies, as well as sociological ideas such as theories of group

behaviour (such as crowd motion) and large scale trends across society (such as the emergence of

fashions or fads).

In physics, it has long been understood that non-trivial, emergent behaviour can arise from

systems governed by relatively simple rules. Macroscopic phenomena such as phase changes

arise as a consequence of the dimensionality of the system and the form of the interactions between

components, irrespective of the individual properties of those components. Thus we observe phase

changes in liquids and gases, but also in magnetism and the theory of inflationary cosmology

(Guth, 1981). More recently, statistical physicists and economists have begun to apply the study
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of large-scale systems to theories of society, and have discovered phase changes in properties such

as marriage statistics (Ormerod & Campbell, 1998) and so-called ‘tipping points’ - the way that

abrupt social changes take place, in an epidemic-like manner (Schelling, 1978; Gladwell, 1998).

4.1.6 Pros and cons of reactive agents

Adopting a reactive agent architecture has a number of attractive features. The architecture is

conceptually simple and computationally extremely economic (because there is no computational

reasoning taking place). It is a robust architecture, because multi-agent systems constructed using

this model tend to be tolerant in the face of dynamic, uncertain environments (the loss of a single

ant has a negligible impact on the performance of the colony as a whole). It neatly sidesteps

the issues of individual agent intelligence by consideringinstead arising emergent behaviour as

the mechanism for intelligent action. Finally, it is an elegant and novel architecture which draws

parallels with a wide variety of successful distributed systems in nature.

However, there are some serious limitations to the reactiveapproach to agency (Wooldridge,

2002). Perhaps the most serious is that, in general, reactive agents do not model their environ-

ments, and consequently cannot make decisions based on history or predict the future. Conse-

quently all actions are inherently short-term, and are based entirely on local information (informa-

tion about the current state of the environment). Additionally, purely reactive agents do not learn

from experiences, and therefore cannot improve performance over time. The other major problem

arises from the reliance on emergent properties to solve theproblems of the multi-agent system.

This overall emergent behaviour is difficult to predict, and consequently engineering agent sys-

tems to fulfill specific tasks is hard, potentially reducing to a process of trial and error that can be

uncertain and time-consuming. Indeed some researchers have claimed that emergent properties

cannot be derived, even from a perfect understanding of the situation, with less computation than

direct simulation (Darley, 1994).

4.2 The eSTAR project

The eSTAR project1 (Allan et al., 2004a) is a multi-agent system funded as part of the UK e-

science programme, and aims “to establish an intelligent robotic telescope network” (Allan et al.,

2006). The project is a collaboration between the Astrophysics Research Institute of Liverpool

John Moores University, the Astrophysics Group at the University of Exeter, and the Joint Astron-

omy Centre in Hawaii.

There are two main types of agent in the eSTAR network.User agents act on behalf of

an astronomer, and are responsible for carrying out individual science programmes.Node agents,

sometimes also calledembedded agents, provide the interface to observational resources such as

telescopes or astronomical databases. A user agent typically seeks to fulfill its scientific mission

by interacting with multiple node agents and negotiating for suitable observations. Figure 4.1

illustrates the high-level view of the system.

1e-Science Telescopes for Astronomical Research
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Figure 4.1: A high-level view of the eSTAR architecture. User agents run an observing programme
with parameters specified by a scientist. Node agents provide the interface to the telescope control
system (TCS) which implements observation scheduling as well as lower-level telescope control
functions.

4.2.1 Communication architecture

eSTAR is a peer-to-peer software network that overlays an underlying physical collection of dis-

parate telescopes. The architecture is based on the software as a service model, where individual

code components are made accessible as web services. Much ofthe communication that would

normally be handled internally by variable passing is explicitly passed using transport protocols

such as SOAP or lower-level socket connections. This approach provides a generalised abstrac-

tion to the physical location where the code runs, allowing the code components to be arbitrarily

distributed across a physical network. The disadvantage ofthe approach is that interprocess com-

munication is more complex than in a traditional monolithiccode, and the possibility of commu-

nication failure makes it impossible to ever guarantee successful message-passing, necessitating

additional layers of error-handling code.

In the sense that logical components may be physically separated the architecture is highly

decentralised. However, at the level of individual scienceprogrammes the system is centrally con-

trolled and managed, with a single instance of a user agent managing a single science programme.

Individual user agents interact with many node agents, often by global broadcast (one-to-many),

but no currently implemented user agent communicates with any other. Similarly, individual node

agents are unaware of one another, but typically interact with many user agents on a one-to-one

basis2. Thus in general one-to-many (user agent—node agent) and bi-directional one-to-one com-

munication between members of these two distinct agent populations is typical (see Fig. 4.2).

This type of communication scales well because each new agent adds onlyn new communication

paths, wheren is the number of agents in theother population. Thus the communication load

scales approximately linearly with additional agents (contrast this with the polynomial increase in

2There is no architectural limitation that would prevent node agents from communicating. A proof of concept
experiment, where the FTN and UKIRT node agents communicated directly, has in fact been performed (Allan 2007,
priv. comm.).
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Figure 4.2: Types of communication in the eSTAR system. Useragents and node agents can both
send point-to-point messages (a). User agents can also broadcast the same message to all node
agents (b). Adding new agents to the pool increases the number of communication paths byn,
wheren is the number of agents of theother population (c).

communication overhead in a general many-to-many agent system!).

4.2.2 User agents and node agents

User agents in eSTAR are rational and self-interested, and seek only to fulfill their science goals.

Internally they are mostly implemented as partial-plan agents, with a set of simple behaviours

specified for different situations. Such behaviours include negotiating with and selecting node

agents for observations, requesting follow-up observations, sending emails or SMS text messages

to an astronomer, and responding to real-time alerts. The adaptive scheduling agent (ASA) is an

exception. It implements a combination of hardwired behaviour for particular scenarios, and a

dynamically calculated observing strategy based on successful observations to date.

A node agent does not itself implement self-interested behaviour, but it does convey the

state of the telescope scheduler that it represents. The node agent provides an indication of the

scheduler’s inclination to perform observations through score responses to individual user agent

queries. The node agent also conveys the ultimate outcome ofobservation requests. In this way the

node agent appears to a user agent to be both rational and self-interested. It provides information
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about its ‘state of mind’ and indirect information about itstrue ‘attitude’ by the actual observing

actions it performs. The point is that although user agents currently perform no modelling of node

agents in terms such as beliefs, desires and intentions, such a modelling is entirely feasible.

4.2.3 Robonet-1.0

The three Robonet-1.0 telescopes (Bode et al., 2004) are 2 m optical telescopes of identical design

manufactured by Telescope Technologies Limited. The Liverpool Telescope was the prototype

instrument, and is situated on La Palma in the Canary Islands. The Faulkes Telescope North is

located on the island of Maui, Hawaii. The Faulkes TelescopeSouth is located at Siding Springs

Observatory in Australia. The telescopes run identical dispatch schedulers, and accept observation

requests from users as well as eSTAR user agents. The Faulkestelescopes also dedicate part of

their available time for use by schoolchildren around the world. Observing time for astronomers

on these telescopes is allocated by a time-allocation committee based on scientific merit.

The Robonet-1.0 telescopes are completely autonomous. They cannot be compelled to take

the observations of a particular user agent (or user). The telescope scheduler seeks to optimise

the usage of the available time for all observing projects, and as such reserves the right to refuse

observing requests, or to default on existing queued requests. This situation is very similar to

the paradigm example of a computational resource in Grid computing, which is typically owned

by a service provider anxious to retain control of their hardware. Nodes in a computational grid

retain the right to refuse job requests, and to default on existing jobs subject to quality-of-service

constraints. The constraint of resource autonomy is vital,because it allows service providers

to join the network safely — there is nothing to lose. This is afundamental tenet of the eSTAR

approach, and for this reason the network is sometimes described as an ‘Observational Grid’ (Allan

et al., 2003).

4.2.4 Implementation of the eSTAR network

The eSTAR code is written entirely in object-oriented Perl (Wall et al., 2000). The eSTAR agents

communicate with one another using the XML dialect RTML (Pennypacker et al., 2002; Hessman,

2006b), with network alert messages implemented using the VOEvent Protocol and Transport

standards (Seaman et al., 2005, 2006). RTML provides a standardised and carefully designed set

of elements that aims to allow an observation request to be fully specified. The actual transport

protocol used for conveying the XML from node to node is SOAP (Simple Object Access Protocol)

over HTTP. SOAP is a well-known application layer protocol designed for the transfer of data

between web services. It provides a robust way to send messages reliably between network nodes.

The HTN protocol

If RTML is the language of the eSTAR network, then the HTN protocol (Allan et al., 2006) is

its social customs. It specifies the steps that any HTN-compliant resource should pass through in

order to negotiate the use of that resource with a user agent.Figure 4.3 illustrates the process.

The first two steps of the protocol are optional, and are not implemented by eSTAR. The first step
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Figure 4.3: Sequence diagram illustrating the eSTAR implementation of the HTN protocol, for a
single agent-agent negotiation. Communication begins with a score request from the user agent
to the node agent (dashed arrows indicate optional protocolsteps not presently implemented in
the eSTAR system). A non-zero score response leads to an observation request, which is formally
acknowledged. The remaining steps are performed asynchronously. Update messages are sent
for each frame of the observation request (an eSTAR convention — the content and triggering
of updates is not defined by the protocol), followed by a concluding message when the request
is completed. The message type indicates whether all (‘observed’), some (‘incomplete’) or none
(‘failed’) of the data were successfully acquired.
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allows for the dynamic discovery of new resources by querying an external registry service of

some kind. The second step (‘phase 0’ in the terminology of the observatories) allows resources

to return capability information that could prove useful toan agent seeking a particular resource

configuration, for example the presence of a spectrograph orthe ability to observe in the infrared.

The eSTAR sequence begins with the third step, an optional ‘score request’, which is an RTML

message from a user agent that specifies a possible future observation. The telescope responds

with a ‘score reply’ document, which provides a score between 0 and 1 indicating some sort of

likelihood-of-success function for the observation. A zero is a special value that indicates the

telescope is certain the observation will not succeed. Thisis typically because the observation

parameters are not resolvable (e.g. the object is not visible at the requested time), or because the

telescope is aware of additional considerations such as engineering downtime that will render the

observation impossible.

Based on the score, the user agent may decide to submit the observation request to the tele-

scope. An acknowledgement (or rejection) message confirming the agreed observation parameters

is sent back to the agent.

The remaining messages are sent asynchronously. ‘Update’ messages are not defined or

mandated by the HTN standard. Because a single observation request can involve multiple expo-

sures, potentially widely-spaced, the eSTAR implementation chooses to send an update message

back to the user agent after each successful frame. This allows the user agent to gain timely

feedback about the progress of individual components of theobservation.

Finally, the observation request resolves. The HTN protocol guarantees observation ter-

mination, either because all frames were completed successfully, because some of the frames

completed successfully, or because at the expiry time of therequest none of the frames were ac-

quired. These situations are indicated by the ‘observation’, ‘incomplete’ and ‘fail’ documents,

respectively.

Having described the eSTAR network topology in terms of software, hardware, and inter-

agent communication, I now move on to discuss the adaptive scheduling agent itself.

4.3 Building an adaptive scheduling agent

This section describes the details of the eSTAR adaptive scheduling agent (ASA) that implements

the theory of optimal sampling discussed in Chapter 3. Section 4.3.1 discusses the internal archi-

tecture of the ASA, and provides the details of how messages are generated and received. This

lays the groundwork for the explanation of the adaptive decision-making capabilities that give the

agent its ‘intelligence’, investigating the assumptions and design principles (4.3.2) and then the

design and implementation of the core algorithm itself (Sections 4.3.3–4.3.7).

4.3.1 Architecture

Figure 4.4 shows the detailed architecture of the adaptive scheduling agent. The core decision-

making algorithm is a multi-threaded Perl process that determines when to observe, translates

between abstract theoretical timestamps and real dates andtimes, and monitors the progress of the
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Figure 4.4: Architecture of the adaptive scheduling agent.The multi-threaded ASA core imple-
ments the adaptive evaluation engine, a SOAP submission mechanism for making observation
requests, and a TCP/IP socket listener for receiving observation feedback information. Date/time
information is abstracted by a time server, which can be accelerated to allow fast simulations to
be performed. Actual RTML document construction and HTN protocol negotiations are handled
by the user agent, a web service that implements a SOAP serverfor submitting observations and
receiving asynchronous messages from the node agent. Asynchronous messages trigger a run-
time code evaluation based on the observation type, allowing arbitrary response behaviour to be
defined for different observing programmes. In this case, the polymorphic block strips pertinent
information (primarily the observation timestamp) from the incoming message and pipes it to the
dedicated socket listener in the ASA core. In this way the agent receives observation feedback as
the run progresses, allowing direct optimisation of the future observing strategy.
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observing run. Internally, the decision-making process uses abstract timestamps, normalised such

that the run begins with the first successful observation at timestamp 0, while timestamp 1 repre-

sents the requested run end-point (e.g. 5 days in the actual performed experiment). Abstracting

the times in this way makes the decision-making process of the agent much easier to understand,

because the log files, which contain the detailed record of the agent’s train of thought, can be

directly compared with the gap spacings predicted by theory.

The agent’s current knowledge of the run is stored in a multi-level hash that is shared

between all threads. Updates to this data structure by individual threads must be carefully co-

ordinated to avoid race conditions. The ASA core runs three threads of control. Theevaluator

thread polls the memory at regular intervals. It tracks the statistics of the run (how many obser-

vations have succeeded, for example), and takes action (in the form of new observation requests)

depending on circumstances. Observations are requested bypushing the parameters onto a syn-

chronised data structure called athread-safe queue3. Thesubmission thread continuously moni-

tors the queue, and dequeues the parameters to make an observation request. A third thread, the

listener thread, monitors an internal socket connection for information about completed requests,

and updates the shared memory as necessary.

Observation requests are made by remote method invocation of the user agent web service

running on the same machine. As previously described, the user agent makes scoring requests

of each telescope (by way of the node agent embedded at each site), and then picks the highest

non-zero score. A ‘request’ document is then submitted. Under normal conditions, a ‘confirma-

tion’ document is returned. This indicates that the observation request has been accepted by the

telescope and is now queued.

Eventually the observation request is resolved. Although multiple exposure observation

requests are possible, the ASA always requests single observations, as this maximises the amount

of scheduling control retained by the agent. Either the observation was successful, and an ‘obser-

vation’ document is returned, or the observation did not succeed, and a message of type ‘fail’ is

returned. The return document is received by the user agent web service, and scanned for obser-

vation type. The agent compares the type to the set of types itknows how to deal with, and if there

is a match, the code for that type is dynamically loaded and executed. This plug-in architecture

allows custom actions to occur for different types of observation, allowing a single instance of the

user agent web service to handle RTML marshaling for many distinct observing programmes.

The algorithmic block for the ASA extracts the critical pieces of information from the

incoming RTML document. These include the requested start time, and if the observation was

successful, the actual start time of the observation, gleaned from the FITS header included in

the ‘observation’ document. Any error messages are also picked up here. This subset of key

information is then transmitted by a simple socket connection to the listener thread of the ASA

core code. In this way the loop is closed.

3http://perldoc.perl.org/Thread/Queue.html
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4.3.2 Principles of algorithm design

The environment in which the adaptive scheduling agent operates is inherently uncertain. This

fact was the fundamental design constraint from which the desirable attributes of the agent were

derived. Four principal ideas drove the design.

• Robustness. Building software that will operate reliably over a networkis complicated.

Therefore a guiding principle was to keep the algorithm as simple as possible, to minimise

the possibility of unforeseen interactions between systemcomponents. With a distributed

system it must be assumed that any remote part of the system can fail at any time, either

temporarily or permanently. The algorithm needs to be able to make a reasonable attempt

to continue under such circumstances, and to ‘do the right thing’.

• Cynicism. Although all the agents in the eSTAR system are under our control, and so in

principle trustworthy, in practice it is much safer to assume nothing binding about events or

entities external to the main code. The benevolence assumption, namely that agents may act

for the greater good of the system, at their own expense, is not valid here. This is because the

telescope schedulers, and by proxy the actions of the node agents, are not under the control

of eSTAR. Their goal is to optimise the schedule in some internally satisfactory way, which

may or may not coincide with the goals of the user agent. This is most important with

respect to the scoring information returned by the observing nodes. Because there is no

penalty to the node agent for providing an inaccurate score,there is no compelling reason

for the user agent to trust that value. Even if we believed thenode was acting in good faith,

we still have noa priori idea of the accuracy of the information being supplied. Therefore

external information should be considered, but not relied upon, and in general we need to

consider whether we can adequately handle the worst case scenario (being supplied with

false information).

• Stability. A poor algorithm would require chains of specific events to besuccessful in order

to achieve its design goal. If the future is highly uncertain, then an algorithm that is reliant

on that future to succeed is risky and fragile. Ideally, the performance of the algorithm

should degrade gracefully as the environment becomes more hostile, so that it continues

to make a best effort to succeed. In practical terms, this means that partial runs need to

be optimal, i.e. that whatever the agent has achieved to dateneeds to be the best set of

observations that it could make under the circumstances, since we cannot guarantee future

observations at the temporal positions we specify. This is not straightforward. The optimal

sampling technique described in Chapter 3 says nothing about how to go about the practical

business of acquiring observations. It implicitly assumesall observations will be successful.

• Adaptability. Finally, the agent needs to constantly evaluate the currentstate of the run, and

the observing conditions, and alter its behaviour as necessary. A simple example illustrates

this point. The agent is aiming to acquire a set of observations that are spaced by both

small and large gaps, of particular sizes. If the agent has acquired many small gaps, how

should it alter its behaviour to try to achieve larger gaps? What should it do in the opposite
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Figure 4.5: Calculating the optimality,w, of a set of observations. The optimal and actual sets of
gaps are sorted, smallest to largest, and each gap compared.The sum of offsets isw.

case? Indeed, how should it adapt to the general problem of a set of gaps that are not

quite correct? Another plausible scenario is that of a telescope that consistently provides

low scores, but still manages to complete observations successfully. How should that be

handled? The agent programming approach explicitly assumes uncertainty and change, and

defines a feedback cycle to interact with the environment. How to successfully implement

useful adaptive behaviour is therefore of critical importance for the success of this approach.

4.3.3 Defining optimality

If an agent could place observations at any time and be guaranteed of success, then the choice

of observations is clear: they should be placed with the gap spacings indicated by the optimal

sampling. However in the normal operating environment manyobservations can fail. When an

observation eventually does succeed, the gap between that observation and the last successful

observation is unlikely to be of an ideal length — but it couldbe close.

What the agent requires is some unambiguous way to determinehow well its completed

spacings compare to the optimal set of gaps. It is not possible to simply compare the two sets

of gaps and ‘tick off’ perfect gaps as they are obtained, because even a ‘correct’observation is

not precisely located. Telescope overheads mean that in practice an acceptable window for the

observation must be provided, and the observation can take place anywhere within that window.

Some sort of fuzzy criterion could be used, but this must be explicitly defined and is somewhat

arbitrary.

Theoptimality criterion, w, is defined by the following simple series of operations4.

1. Order the set of optimal gaps, from smallest to largest.

2. Order the set of obtained gaps, from smallest to largest.

3. For each obtained gap, find the offset of that gap from the optimal gap at that position in the

set.
4Note that this is just one of many possible choices of optimality function. This particular formulation was chosen

because of the desirable properties outlined in the text.
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4. The overall optimality,w is the sum of these offsets.

Figure 4.5 illustrates this process. The optimal gap set is expressed in theoretical time,

i.e. so that the run begins at timestamp 0, and the final observation occurs at timestamp 1. The

obtained gaps are scaled to the same units. If the set of actual timestamps is in perfect agreement

with the optimal set, then the value of the optimality metricis 0. There is no upper limit on the

value since the length of the actual run can exceed that of theoptimal sequence.

Note that the simplicity of this approach is only possible because of the reordering property

of the optimal sequence. This allows the gaps to be compared in order of size, regardless of the

actual observed ordering.

4.3.4 Choosing the next observation

The optimality function allows potential future observation timestamps to be compared. The agent

seeks to minimise the value of the optimality, which will increase monotonically as more obser-

vations accrue. The question is, given the existing set of observations, what new timestamp will

achieve this? Since time is continuous, in principle there are an infinite number of possible futures

to choose between. Once again it is the ability to reorder optimal observations that allows some

elegant simplifications to be made. Firstly, if all reorderings of a given optimal series are consid-

ered equally optimal, then the set is degenerate with respect to reordering: for any set of gaps we

need only consider one possible reordering. The most straightforward is to place the gaps in order

of size. Secondly, it is apparent that any new observation should be placed in such a way as to

exactly achieve one of the optimal gaps, since anything elsewould immediately increase the value

of w for no gain. This insight drastically reduces the search space of possible timestamps.

The situation can be illustrated as follows. If there are tenobservations in the optimal series,

then there are nine optimal gaps that the algorithm is aimingto achieve. If it has already achieved

four of them, then there are only five possible future timestamps that need to be considered in

order to gain another optimal gap. Formally, forn observations, theith gap of a possiblen − 1 can

be created in no more thann−1− j ways, wherej is the number of optimal gaps already obtained.

A third consideration cuts the problem down still further. Consider the situation at the

very start of the run. The first observation is requested immediately. Once the agent has a first

observation, it needs to consider where to go next. The agenthas a choice ofn−1 ideal timestamps,

each of which corresponds to one of then − 1 optimal gaps. No gap isintrinsically better than

any other. In the best case, the gap will be exactly optimal, and the value ofw will remain 0. For

any other outcome,w will be increased. However, the crucial point is that optimality is calculated

by comparing gaps. This means that the magnitude of the increase inw accrued from any new

observation is directly proportional to the distance of that gap from its comparison gap. Because

we choose to order the comparison gaps from shortest to longest, this means that large gaps early

on are penalised by relatively large increases inw. In fact, at this early stage in the run, even a

large gap corresponding to one of the required optimal gaps will increase the value ofw, because

it will be compared to a small gap. Thus the agent is driven to choose theshortest optimal gap.

This resultant behaviour is an important feature of the optimality definition. It makes good
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practical sense to go for the shortest useful gap at any giventime, because the agent must wait until

that timestamp before it can discover whether the observation actually happened (and hence the

required gap collected). Going for a longer gap is much more risky, because the agent is aiming

to make the largest number of well-placed observations possible in the finite space of the ideal

length of the run. This means it is imperative that the loss ofrun-time to the uncertainties of the

observing process is minimised.

However, it is not sufficient to always simply track the shortest ‘uncollected’ gap, observa-

tion after observation. This would indeed be the best strategy if observations were always guar-

anteed to succeed, but in practice two types of forced deviations from optimality can be expected

to occur in a real observing environment. The first is that some timestamps are known prior to

observation to be inaccessible, and hence are guaranteed tofail (e.g. because it is day, the target is

not visible, the target is too close to the moon etc.). This information is passed back to the agent

in the form of a score of 0. The second is that some fraction of observations that were expected to

succeed will in fact fail ‘on the night’, due to uncertainties in the observing process itself (weather,

telescope load, etc.).

These failures force the creation of sub-optimal gaps in theobserving pattern. The specific

shape of this observed pattern drives the choice of next gap.This is because sub-optimality is

defined as a continuous spectrum — a gap of a similar size to an optimal gap is ‘more optimal’

than a gap of a very different size. The effect of failed observations is to increase the average size

of gaps in the observed set. Although these larger gaps were not planned, they can nevertheless be

useful, since they will be nearer in size to the larger gaps inthe optimal set. It may therefore make

sense for the agent to aim for a smaller gap, because this willshunt the larger gaps along in the

optimality comparison, improving the overall optimality of the series. In other situations however,

it may make sense for the agent to choose a slightly longer gap, even if it has not achieved all the

shorter gaps preceding it, because too many short gaps will worsen the optimality of the longer

end of the run.

A simple worked example demonstrates the functioning of thealgorithm. Figure 4.6 de-

scribes an idealised observing period, divided into integer timesteps between 0 and 20 for simplic-

ity. Assume the agent seeks a six point, approximately geometric sequence (Step 1)). The set of

gapsGopt that describes this sequence has a perfect optimality of 0, by definition.

Imagine that some observations have already been obtained.Step 2 shows the position

of three prior observations. One of them is in a sub-optimal location, giving rise to a non-zero

optimality. The agent’s problem is to decide where to observe next. It considers each possible

optimal gap in turn from the setGopt. In steps 3.1 and 3.2 gaps of size 1 and 3, respectively are

considered. The evaluation ofw for these steps requires gap reordering from smallest to largest,

and the equivalent reordered timestamps are shown in the figure. The remaining gap choices do

not require reordering, since they are larger than any existing gap.

Looking at the value ofw evaluated for each potential future gap, it is found that of the

possible choices, a gap of 3 (evaluated in step 3.2) is the most optimal. This gap is therefore

selected, and the observation placed (step 4).

So of the five choices, the lowest (best) optimality comes from choosing the second-shortest
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available gap, which in this case is the shortest uncollected gap. This is not an explicitly prescribed

behaviour; rather it is a natural consequence of minimisingstructure across the whole run, and

arises as a direct consequence of the optimality definition.

4.3.5 Algorithm summary

The continuous optimality function provides the agent withthe adaptability it needs to respond to

the changing landscape of the run-in-progress. The function automatically penalises the agent for

choosing too many short gaps, but is similarly hostile to thechasing of large gaps when there are

shorter, more valuable alternatives. In this way a balance point is determined that unambiguously

defines the best option for the agent at any point in the run. The deceptively simple rule sequence

for finding the optimality implicitly utilises the reordering property of optimal sequences, max-

imises the agent’s cautiousness in the face of uncertainty,and provides a computationally cheap

and scalable way to unambiguously calculate the best choiceof action at any point. It is also stable

— a snapshot of the run at any point in time is optimal for that subset of points, and minimises

the effects of observation failure on the sequence. In the case of perfect observing behaviour (no

failures), the optimal sequence is naturally recovered. Importantly, the degree of failure exhibited

by the network can also change dynamically without adversely affecting the algorithm, because

it makes no assumptions about the stability of the network, and makes no attempt to model the

behaviour of the telescopes on which it relies.

4.3.6 Submission behaviour

Observation requests are made with a start and end time set to15 minutes before and after the

actual required time. This gives the telescope a 30 minute window of opportunity in which to

place the observation. The rationale for these timing constraints was that a 15 minute deviation

from the required start time was quite acceptable, while an extremely specific observing request

would be less likely to be successful. If the agent receives ascore of 0 from every telescope for

a single observation request, then it pauses further submissions for a period of 30 minutes (the

exact length of time is arbitrary). Although theoreticallythe agent incurs no disadvantage from

continuously requesting the observation, in practice the load placed on the network infrastructure

and telescope server is not justified, and the agent has little to gain from such behaviour. The

agent will continue to submit requests at 30 minute intervals until a request receives a positive

response. Once a request is queued, the agent moves into a waiting state, and will not submit

further observations until it receives a return message indicating the success or otherwise of the

observation. When the return message is received, the next observation timestamp is determined,

and the cycle repeats.

4.3.7 Ideas not used by the algorithm

It is worth emphasising a number of things that the agent doesnot do. The data are not examined,

so theA metric (described in Section 3.2.3) is never used. This is bydesign; observing the Fourier

transform of the data during the experiment and changing thesampling behaviour based on the
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Figure 4.6: A worked example showing how the optimality algorithm described in the text can
lead to the selection of gaps other than the shortest under certain circumstances. In step 1, the
optimal set of observations is defined.Gopt describes the optimal set of gaps. In step 2, the agent
calculates the current optimality, based on observations already obtained. In step 3, the possible
alternatives allowed by the algorithm are considered in turn. The agent calculates the resulting
optimality w if an observation was placed with each of the gaps in the setGopt. It is found that the
lowest optimality arises when a gap of 3 is applied (step 3.2). In fact, for this example this choice
recovers the optimal sequence (with a perfect optimality of0). The gap is therefore selected and
the new observation placed (step 4).
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results leads to a complex quagmire of interactions betweenthe observer and the observations.

It is possible, for example, to converge on a spurious signalin the periodogram, and to choose a

sampling that selectively reinforces that signal. More seriously, making decisions like this during

the collection of the data renders straightforward statistical analysis impossible (Scargle, 1982;

Wall & Jenkins, 2003, Ch. 5).

The phase coverage metricS and the interconnectivity metricN are not used either. Al-

though they could be usefully applied to the problem, the specific issues that they address are

implicitly handled in other ways. The optimality criterionimplicitly deals with phase coverage

because it leads to a balanced selection of gaps, which provides relatively even period sensitiv-

ity. The choice of run length and number of observations madeby the astronomer determines the

effective interconnectivity of the time series before the run even begins. These metrics are still

useful for evaluating the properties of the run after the fact but, unlike the optimality criterion, are

not sufficiently coupled to the definition of the optimal sampling to adequately guide the behaviour

of the algorithm on their own.

One idea that was tested but ultimately abandoned was to provide a way for an astronomer

to specify a ‘redundancy’ parameter that would instruct theagent to place observations more

frequently than required by the optimal sampling. The rationale behind this was to allow the

astronomer to provide some indication of the expected failure rate of the telescope network based

on prior experience. Many of the additional observations would be expected to fail, but the total

number of observations made in a given time period would be increased.

A lookahead window (a kind of decision horizon beyond which no plans are laid) was im-

plemented to allow the placement of these ‘redundant’ observations. Additional observations were

constrained to lie within the window, to ensure timely feedback when the additional observations

was obtained. As more observations were completed successfully, the window was expanded to

allow the algorithm more freedom in its choice of timestamps. In this way the algorithm was able

to adapt to the actual performance of the telescopes.

Although the idea of redundant observations is conceptually appealing, no evidence was

found in any of the tests to indicate that adding such observations improved the performance of

the agent. Although the number of observations completed was higher, the overall optimality

of the observed series was in every case markedly poorer, regardless of the failure rate of the

telescopes in the network. In particular, redundant observations make it impossible to recover a

perfect optimal sampling even under ideal conditions.

In order to investigate the trade-off between extra observations and poorer optimality a

lightcurve with a fixed relative period of 0.1207143 (corresponding to a 1.69 day period in a

14 day run, a typical but non-integer period) was sampled with different numbers of redundant

observations. Both noisy and noiseless lightcurves were generated, and the resulting periodograms

compared. The quality of the inspected periodograms was significantly worse for every experiment

that made use of redundant observations. Closer analysis ofthe set of observation spacings showed

that the problem was that too many observations were placed with extremely short gaps, leading to

poor frequency sampling in the periodogram. This is the cruxof the problem: demanding the gaps

be larger leads back to the optimal sampling, while demanding more observations makes the gaps
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smaller, with catastrophic consequences for the periodogram. We thus concluded that redundant

observations were not a useful concept.

4.4 Simulations

4.4.1 Implementing a virtual telescope network

The algorithm was tested in two ways. Concepts were initially tested and refined by running

the core of the algorithm in a simplified test environment. The progress of time was modelled

by a simple loop, and timestamps were generated in the range 0–1 to simplify analysis. This

prototyping phase allowed ideas to be tested quickly, with minimal implementation overhead, and

modified or discarded based on performance.

Once the main features of the algorithm appeared stable, it was moved to a second, much

more sophisticated test environment. This environment wasdesigned to provide a virtual telescope

network that would replicate as closely as possible the actual operating conditions under which

the agent was to run. This was facilitated by the highly modular web services architecture of the

eSTAR codebase. The existing node agent code was modified to replace the backend connections

to the underlying telescope with a custom module that would emulate some of the functions of

a real telescope. This was possible because the agent-agentinteractions are abstracted from the

underlying telescope implementation.

The virtual telescope makes use of theAstro::Telescope andAstro::Coords CPAN

modules, written by Tim Jenness5. These Perl modules provide a convenient interface to the

SLALIB astrometry library (Wallace, 1994). Each instance of the virtual telescope can be ‘sited’

at a different virtual location. This information allows the virtual telescope to calculate sunrise

and sunset times, and to determine the rise and set time of arbitrary points on the celestial sphere.

In this way the virtual telescope can accurately calculate whether an object can be observed at a

particular time, and use this information to return a score reply. To make the environment more

challenging, non-zero score replies have random values between 0 and 1, and have no correlation

with the likelihood that the observation will in fact be successful.

The passage of time in the simulation is regulated by thetime server. This is a simple

standalone process that provides the current simulation time via a socket interface. Internally, the

time server calculates the current simulation time by scaling the amount of real time elapsed since

instantiation by an acceleration factor, provided at startup. Since all agents in the simulation use

the time server as the canonical source for timestamps and timing calculations, the time server

allows the simulation to be run many times faster than the real world, enabling full simulations of

a likely observing run to complete in a reasonable timeframe. Setting the acceleration factor to

1 allows the timeserver to run at normal speed, and thereforeprovides transparent access to the

real-world time.

The probability of observation success is specified at startup for the virtual telescope, and

a random number generator used to determine the success or failure of each observation at run-

time. For each observation queued at a virtual telescope, that telescope periodically polls the time

5http://search.cpan.org/˜tjenness
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server, and compares the current time with the requested start and end times of the observation. If

the start time has been exceeded, the observation’s status is resolved. If successful, a fake FITS

header is generated, with the correct observation timestamp placed within the header. This header

is encapsulated inside the RTML message of type ‘observation’ that is returned. Otherwise, a ‘fail’

message with no data product is returned. Using the existinguser agent and node agent codebase

meant that at the protocol level the interaction between eSTAR components in the simulator was

identical to that in the real world, allowing most aspects ofdocument exchange to be tested before

live deployment.

One limitation of the simulation environment was that fail rates at the virtual telescopes

were not correlated, that is, periods of failure were not consecutive in time. This was not imple-

mented because of the complexity of choosing realistic correlation behaviour and subsequently

inferring meaningful results from the simulations. Even without such behaviour, the most criti-

cal aspects of the agent were able to be adequately tested. Nevertheless, this is an obvious way in

which the virtual telescope environment could be improved if accurate performance measurements

are desired.

4.4.2 Simulation results

The purpose of the tests performed in simulation was to identify bugs at several levels, and to

evaluate the performance of the algorithm and iterate improvements in a tight feedback cycle.

This included analysis at the message-passing level for conformance with the HTN protocol spec-

ification. The behaviour of the implemented algorithm was carefully compared with the design

statement. A number of discrepancies were found and corrected. Most importantly, the perfor-

mance of the algorithm under pseudo-realistic conditions allowed a number of unforeseen corner

cases to be identified and correctly handled.

The scheduling algorithm was tested in a number of simulatedobserving runs, but the

discussion of a single experiment is sufficient to illustrate the general performance characteristics.

In this simulation a 10 day, 60 observation run was attempted. An acceleration factor of 50, applied

to the time server, allowed a single 30 minute observing window to complete in 36 s. The start

of the run was set to a date of 27/04/07, at which time the target was observable approximately

2/3 of the time from at least one of the three Robonet-1.0 virtual telescopes. In this simulation,

in addition to the non-observable blocks (which returned a score of 0 to the agent), the virtual

telescopes were set to randomly fail observations at run-time with 50% probability (an arbitrary

fraction that seemed reasonable).

The experiment was halted after 10 days had elapsed in simulation time. It was found that

of all the observations submitted to the network, 40 had succeeded (i.e. been accepted to the queue,

and then been declared successful at some point in the specified observing window), while 50 of

the queued observations had failed (queued but not observed). All the successful observations were

found to have close-to-optimal timestamps, subject to the observability and success constraints.

The results indicated crudely that if the real network exhibited a similar fail rate, then

a ballpark figure of approximately 2/3 of the observations to be completed successfully was a

reasonable expectation by the 10th continuous day of observing, and additionally, that the spacings
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Figure 4.7: BI Vir ephemeris from the Faulkes Telescope North, Hawaii at the start of the observ-
ing run.

between individual observations were likely to be near-optimal. As previously mentioned, the

chief limitation of the tests was that fail rates at the virtual telescopes were not correlated, a feature

which was found to significantly complicate performance evaluation in the real observing run, as

we shall see in the next section.

4.5 Observing with the adaptive agent

4.5.1 Observation parameters

The RR Lyrae star BI Vir, with coordinatesα = 12 29 30.42, δ = +00 13 27.8 (J2000, Hen-

den & Stone, 1998), was chosen as the target of the adaptive scheduling programme, both for its

visibility from all three Robonet-1.0 telescope sites and because it has a short, well-defined pe-

riod of 0.3357 days (8.056 hrs). Additionally, at an R-band magnitude of 14.2–15 it is relatively

bright, allowing adequate signal-to-noise to be achieved with relatively short exposures of only

5 s. Figures 4.7–4.9 indicate the visibility of the target from each site at the start of the run. These

observing windows are summarised in Table 4.1. The target observability over the course of the

run is shown in Figure 4.10. The observability is defined hereas the length of time the target was

above a horizon of 30 degrees while it was night (bounded by astronomical twilight).

To create realistic period search constraints, the following parameters were adopted. To

ensure a significantly undersampled dataset,ν/νN was fixed at 3. The calculation was based on

a run length of 5 days, to provide sensitivity to periods roughly an order of magnitude above the
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Figure 4.8: BI Vir ephemeris from the Faulkes Telescopes South at Siding Springs, Australia at
the start of the observing run.

Figure 4.9: BI Vir ephemeris from the Liverpool Telescope onLa Palma at the start of the observ-
ing run.
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Telescope First Observable (UT) Last Observable (UT) Duration
Faulkes North 06:00 10:45 4 hr 45 m
Faulkes South 08:30 14:15 5 hr 45 m

Liverpool 21:15 1:30 4 hr 15 m

Table 4.1: Observing windows for BI Vir from the three Robonet-1.0 telescopes, at the start of the
observing run (21/05/2007).

Figure 4.10: Target observability as a function of time for the duration of the observing run. The
observability is defined as the length of time the target was above a horizon of 30 degrees while it
was night (bounded by astronomical twilight). After 40 days, the target was observable on average
for just under two hours per telescope per night. By 60 days, this had fallen to an average of just
over an hour per telescope per night.
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true period, after taking into account likely overrun from failed observations. Sixty observations

was chosen as a reasonable minimum number of observations for a useful dataset, in order to keep

the total telescope time used for the experiment small. Applying Eqn. 3.16 then gives

(

ν

νN

)

=
2νrel

N

3 =
2νrel

60
νrel = 90

which is equivalent to a minimum relative period of 0.011. For a total run length of 5 days, this

means the sampling should be sensitive to periods in the range 1.33 hrs< p < 2.5 days, providing

good period coverage around the true period of 8.056 hrs.

Factors outside of the adaptive scheduling agent’s controlsuch as telescope load can obvi-

ously impact the experiment. To negate the effect of such variations on the results, a control pro-

gramme was run concurrently with the ASA programme to allow the effect of external, telescope-

related parameters to be discounted. In order to make the test as rigorous as possible, the control

observations were placed in a manner typical of an astronomer without access to an adaptive agent,

and instead leveraged the telescope scheduler’s own observation constraint model. The control re-

quests were monitor group observations, each requesting two observations, with an interval of 4.5

hours and a tolerance of 2.25 hours. These were placed twice daily at fixed times using a simple

script. This submission strategy is typical of an astronomer seeking a reasonably constant cadence

over the duration of the run. The relatively high tolerance means that the second observation in

each request may be placed anywhere between 2.25 and 6.75 hrsof the first observation, provid-

ing significant freedom to the telescope scheduler. The existence of a fairness metric used by the

scheduler to moderate the chance of selection for observation was a potential concern, because

it could mean that the successful placement of control observations would adversely affect the

chance of success of an ASA observation. However, the fairness metric operates on a semester

timescale, so this was not considered to be an issue (S. Fraser, priv. comm., 05/07).

4.5.2 Results

The target had originally been chosen with the expectation that the run would begin in mid-April

2007, at which point BI Vir would be close to the zenith. The first test observation was in fact

obtained on 30/04/07, but a wide variety of teething problems, as well as external commitments

(including the requirement that the author attend his own wedding!) meant the system was not

considered stable until 21/05/07. This date is therefore taken as the ‘official day 0’ of the run in

what follows, and any earlier observations were discounted.
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Halt Restart
Date Time Explanation Date Time Downtime duration
21/05 [ASA observations begin]
28/05 00:47 Memory leak 29/05 18.49 18 hrs 2 m
29/05 [Control observations begin]
03/06 05:32 Power cut 05/06 15.59 2 d 10 hrs 27 m
11/06 19:38 Memory leak 12/06 03:16 5 hr 38 m
12/06 11:18 Idling+memory leak+ travel 21/06 16:43 9 d 5 hr 25 m
22/06 11:19 One month boundary bug 22/06 15:25 4 hr 6 m
28/06 12:48 Pre-emptive restart 28/06 13:02 14 m
05/07 14:05 Pre-emptive restart 05/07 14:08 3 m
07/07 01:50 No telescope return document 09/07 12:22 2 d 10 hr 32 m
16/07 02:38 Memory leak 16/07 13:31 10 hr 53 m
17/07 12:55 No telescope return document 17/07 12:59 4 m
23/07 10:25 Memory leak (hung since 22/07) 23/07 10:31 16 hr 31 m (effective)
25/07 21:11 [Last successful observation]
31/07 02:36 Memory leak 31/07 14:10 11 hr 34 m
07/08 06:41 [Final halt]

Total downtime: 16.3 d

Table 4.2: Log of agent halts and restarts. The majority of the downtime arises from a single event
(12/06). In some cases the downtime duration is very small - this indicates a manual shutdown
and restart.

Downtime

For a number of reasons the agent was incapacitated at various points during the run, and was

unable to submit observations for some time. These were in some cases due to a lack of protective

error-handling code. For example, occasionally errors at atelescope would cause it to default on

the prescribed return of a completion document (‘observation’ or ‘fail’) to the agent. This locked

the agent into a permanent sleep state, because no timeout sanity checking had been implemented.

Another recurring problem was a persistent, slow memory leak which lead to a system crash

approximately every 10 days. The agent could be correctly reinitialised without loss of information

because of the serialisation mechanism by which all data arelogged, but there were occasional

delays due to the lack of a human operator to initiate the restart sequence. Other downtimes were

caused by network outages and in one case a power cut. Table 4.2 shows the full details.

Altogether the total downtime of the agent was 16.3 days, or approximately 20% of the total

run. The majority of this is accounted for by a 9 day outage which was caused by a combination of

an idling bug and a fail state which was not detected for several days, due to travel by the author.

Additionally, a series of bugs in the script for automated submission of the control observations

meant that there was a delay of approximately 7 days from the start of the ASA run until the first

successfully submitted control observation.
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Placement of observations

In all, 33 ASA observations were successful, out of a total of250 queued (recall that a successfully

queued observation indicates a positive score from at leastthe telescope that has accepted the

observation into the queue). This is a success rate of 13.2%.In contrast, the control series achieved

only 26 observations, but the total number queued was significantly lower, at only 69, yielding a

success rate of 37.7%.

These results indicate two things. In the first place, the adaptive scheduling agent’s strategy

of speculative observation placement, always accepting any non-zero score, leads to a greater rate

of failure, but produces a raw increase in the total number ofsuccessful observations of almost 25%

compared to the control strategy. On the other hand, the higher success rate of the control strategy

indicates that when the telescope scheduler itself decidesto queue an observation, that observation

is much more likely to actually be successful. This second result is perhaps unsurprising. By

design, the degree of speculation exhibited by the agent wasdeliberately maximised, because of

the threat of non-completion of the full number of observations. A more cautious agent could be

obtained by increasing the acceptable score threshold. This would be equivalent to placing more

‘trust’ in the telescope’s ability to judge its own observing load.

On the other hand, the fact we can obtain an increase in successful observations of more

than 25% via a scheduling agent is quite startling. The implication is that the decision-making

of the telescope scheduler is rather more conservative thanthat of the agent. This illustrates the

primary advantage that the eSTAR system gains by working at the level of the smallest schedulable

atomic block — a single exposure. The subtlety is that the concept of groups for the robotic

telescope scheduler is more than just a way of linking observations. Since the scheduler does not

know what fraction of the completed group is an acceptable outcome for the user, it is forced to

err on the side of caution, and delay obtaining observationsunless it is reasonably sure that the

whole group will succeed. This has the effect of simplifying the decision-making process, because

the size of committed blocks is much larger. Working at the level of individual observations, the

adaptive scheduling agent takes on the responsibility for deciding whether individual observations

are worthwhile. Since the agent can dynamically adapt its ongoing strategy, it is possible to achieve

much finer-grained control than the telescope scheduler itself, but the cost is the extra complexity

which must be handled by the algorithm in real-time.

This result clearly indicates that from a user perspective it is much more efficient to take

on the extra burden of micro-managing the observing plan, ifone possesses the ability to do so.

Regular cadencing and group specifications are conveniences that help keep life tractable for the

astronomer, and mitigate against the uncertainty of the actual observing run. But they are gross

simplifications when compared to the ideal specification of the plan, one that can be adapted

dynamically in response to changing circumstances.

Be that as it may, this is secondary to the main result. For thepurposes of this problem,

the critical point is the size of the gaps in time that have been created between individual observa-

tions. Figure 4.11 indicates the positions of successful observations with respect to the run overall.

Figure 4.12 does the same for the set of control observations. Both runs indicate a dearth of ob-

servations between 16 and 32 days. This common behaviour across both datasets indicates a lack
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Figure 4.11: The distribution of ASA observation timestamps over the course of the observing run
(33 individual frames).

of resource, which is a function of available on-sky time andthe quantity of competing requests,

among other variables. Both runs peter out at around 60 days.At this point in the run there is an

average window of less than an hour per telescope per night inwhich to observe the target (see

Fig. 4.10, above, for more details).

Figures 4.13–4.14 plot the size of the gaps between concurrent observations obtained by

the ASA. In Fig. 4.13, the gaps are indicated in the order in which they were acquired. This is a

combination of gaps requested by the agent, and other gaps created by the absence of observations.

To give a sense of scale, the optimal set of gaps is overplotted. It can be seen immediately that

many of the gaps are much larger than desired for optimal sampling. These indicate large breaks in

coverage where no telescope on the network was willing or able to obtain the interim observations

necessary to keep the gaps small enough to be useful.

Taking advantage of the reordering property of the gaps clarifies the picture. Figure 4.14

shows the same data, but this time with the observed gaps ordered from shortest to largest. Around

half of all observed gaps lie on the line of optimal sampling.More specifically, the agent has

managed to obtain the shortest third of the required set of gaps. The remaining gaps are almost all

much larger than required.

This result vividly demonstrates the algorithm’s successful implementation of the optimal

sampling strategy. Whenever possible, the agent has tried to fill a required gap. The agent has

concentrated on the shortest gaps, because they are most important, given that (overly) large gaps

are inevitably being obtained as a result of telescope non-cooperation. At every stage in the run,

the agent will adapt to improve its circumstances, if it can.If, for, example it was able to acquire
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Figure 4.12: The distribution of control observation timestamps over the course of the observing
run (26 individual frames).

Figure 4.13: The distribution of gap spacings acquired by the ASA over the course of the observing
run. The ordinate axis is the logarithm of the relative gap size, i.e. the gap as a fraction of the total
run. The set of ideal optimal spacings has been overplotted for scale.
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Figure 4.14: Comparison of the actual gap spacings acquiredby the ASA against the ideal optimal
spacing. For ease of comparison the acquired observations have been ordered by size.

the final 27 observations in ideal locations, the effect would be to shunt all the larger gaps to end

of the graph. Thus poor spacing positions early on in the run need not dictate the ultimate fate of

the run.

The 10th gap was not obtained by the ASA. This is because the agent received an ‘observa-

tion’ message from the telescope, indicating that this observation had been successful, but during

the subsequent data processing stage the telescope ultimately chose to reject the observation, on

the grounds of poor focus. Since the agent was unaware that the observation had effectively failed,

it continued on the assumption that it had been successful. This highlights a shortcoming of the

current system, namely that post-processing of observations can invalidate the message previously

sent to the agent.

The existing run is partial in the sense that only 33 out of therequested 60 observations

were actually obtained. This is a typical risk associated with the robotic mode of observing. The

agent has no knowledge of whether the number of observationsit has obtained is adequate for the

science needs of its user. However, it can guarantee that such observations as there are have been

placed optimally, as far as that was possible. Therefore thepartial dataset is the best sampling that

could have been obtained under the actual observing conditions experienced during the run.

For comparison, Figures 4.15 and 4.16 present the equivalent plots for the control run. The

difference in gap quality is abundantly clear. Like the ASA run, the control run inevitably also

suffers from the problem of overlarge gaps, but without the focuson achieving optimal placement,

those gaps that are of use are quite arbitrarily and wastefully positioned. This is a common con-

sequence of regular cadence observing requests. While the data may still be useful, the quality in
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Figure 4.15: The distribution of gap spacings acquired by the control programme over the course
of the observing run. The set of ideal optimal spacings has been overplotted for scale.

terms of period coverage must inevitably be poorer. It is important to note that this would be true

even if the control run had managed to acquire the same numberof observations as the ASA run.

Both runs overran by many days, and achieved only around halfof the observations that

were expected. A number of factors contributed to this lack of observation success. As previously

discussed, the delayed start to the run meant the target was already past the zenith at local mid-

night, so the total number of hours of potential on-sky time was significantly less than the ideal,

and this fraction continued to drop (see Fig. 4.10) with time. A second significant issue was a

period of prolonged poor weather at Faulkes South. Finally,the periods of agent downtime also

extended the run beyond the initial estimate. Although thiswas bad from the perspective of the

science programme, it gives some idea of the wide range of factors that can and do contribute

to the network behaviour in the real world. From the perspective of the experimental evaluation

of the agent, this was a useful feature of the observing run. This kind of unpredictable and hos-

tile environment is exactly the type of scenario the agent methodology seeks to mitigate, and a

demonstration of this kind is perhaps the only convincing way to test the success of this approach.

Lightcurve analysis

The data were reduced following a similar process to that described in Chapter 2. Optimal ex-

traction was performed to obtain photometry for the stars ineach frame. Uncertainties on the

flux values thus derived were calculated as described in (Naylor, 1998). To allow the datasets

to be combined, the flux for the target star BI Vir was normalised by dividing by the star at
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Figure 4.16: Comparison of the actual gap spacings acquiredby the control programme against
the ideal optimal spacing. For ease of comparison the acquired observations have been ordered by
size.

LT FTN FTS Total
ASA run 7 6 20 33

Control run 2 4 20 26

Table 4.3: Final breakdown by telescope of the useful observations available from each run, after
data reduction.

α = 12 29 30.66, δ = +00 14 10.9 (marked ‘2’ in Fig. 4.17) in each frame. Finally, observation

time-stamps were corrected to barycentric time. Observations from all three telescopes were com-

bined to produce separate lightcurves for the ASA-driven and control runs. The final breakdown

of useful frames acquired from each telescope for each of theruns is shown in Table 4.3.

Figures 4.18 and 4.19 present the phase-folded lightcurvesfor the ASA and control runs

respectively. Although the number of observations in each run was similar, it is immediately

apparent that the phase coverage of the lightcurve achievedby the adaptive agent is much better

than that of the control run. This distinction is explicitlyquantified by theS metric. Recalling that

perfect phase coverage is indicated byS = 1 (independent of the number of datapoints), operating

on the phase-folded lightcurves yieldsS ASA = 2.03 andS control = 3.05. The root cause of the

performance deficit observed with the control run is this large gap in phase coverage. As discussed

in Chapter 3, the presence of many similar small intervals isprohibitive to period sensitivity at

longer time-scales, and also makes the occurrence of largergaps in the phase coverage more

likely.
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Figure 4.17: The field surrounding the variable star BI Vir (marked ‘1’). To compare observa-
tions between the three telescopes, the flux was normalised by a reference star in the same frame
(marked ‘2’).
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Figure 4.18: The ASA dataset folded on the true period,P = 0.3356548 days.

Figure 4.19: The control dataset folded on the true period,P = 0.3356548 days.
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Figure 4.20: Phase coverage plotted as a function of relative period for the two observing runs,
showing the relative sensitivity of the ASA (top) and control (middle) runs to the period range of
interest. For comparison, the phase coverage provided by the ideal optimal geometric sampling is
also presented (bottom). The vertical dashed line marks the true period of the target.
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The sensitivity of each run to the period range as a whole is quantified in Figure 4.20,

which gives the phase coverageS as a function of period, from a minimum relative period of

0.011 up to the target run length (see Section 4.5.1 for details on how this minimum period was

chosen). For comparison, the phase coverage provided by thecorrect geometric sampling, that

sampling which the adaptive scheduling agent was aiming to achieve, is also illustrated. Both

runs have substantially poorer period sensitivity than theideal dataset, as expected. This is partly

a consequence of misplaced observations, but a more substantial problem is the general lack of

observations — each of the runs achieved only around half of the number of data points present in

the ideal sample. Over the full range, the two runs have broadly similar phase coverage properties.

Both exhibit undesirable spikes at a number of periods, and coverage of shorter periods is in

general better than for longer ones. The mean value ofS for periods up to 0.5 is 3.194 to four

significant figures, effectively identical for both runs. At short periods, however, the ASA run has

substantially better coverage. For periods below 0.1, the meanS values are 3.009 and 2.556 for

the ASA and control runs, respectively.

For completeness, Fig. 4.21 plots the interconnectivity ofthe two runs as a function of pe-

riod. As before, the ideal geometric sampling is shown for comparison. This figure is not as easy

to interpret as the corresponding phase coverage diagram (Fig. 4.20). Both runs have more inter-

leaved cycles than the theoretical sampling, which is an obvious consequence of the much longer

actual run length, which was a factor 12 larger than the target run length. Interestingly, although

the ASA run appears from casual inspection to have a much greater average interconnectivity than

the control run, analysis of the data shows that the average values for the ASA and control run are

83.6 and 62.1, respectively, a much smaller difference than might be assumed. The standard devi-

ation of the ASA interconnectivity is much higher, however,at 30.0%, almost double the control

run standard deviation of 18.0%.

The much more uniform interconnectivity of the control run implies that for many periods,

phase folding does not split up consecutive observations. The lower spread to the points indicates

that the average separation in time between consecutive observations is small compared to a typical

folding period. From inspection of the gaps between timestamps this is seen to be the case (see

Figure 4.16, discussed previously). Not much else can be directly inferred from the plot. If the

runs had been the same length as the ideal sampling (5 days), then the relative difference between

each run and the ideal sampling would tell us broadly whetherthe distribution of gaps was of

approximately the right size. If the gaps are on average smaller than the ideal sampling, then the

interconnectivity would be generally lower. A high interconnectivity on the other hand would

indicate the presence of too many large gaps.

Why is it that so many of the control observations occur so close together? The answer

lies with the logic of the telescope scheduler. Control observations were submitted with relatively

large, flexible windows, and it was left to the scheduler to duly decide when the observations

should be executed. Although the observation requests werespecified to be 4.5 hours apart, each

one was given a flexible window of 2.25 hours within which the observation could be obtained.

This meant that it was possible for the scheduler to place both observations close together, near

the intersection point of both windows. If conditions are such that a control observation has been
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Figure 4.21: Interconnectivity plotted as a function of relative period for the two observing runs,
giving an indication of the number of cycles of data being folded at each period for the ASA (top)
and control (middle) runs. For comparison, the interconnectivity of the ideal optimal geometric
sampling is also presented (bottom). The vertical dashed line marks the true period of the target.
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scheduled, then it is very likely that similar further observations are also likely to be scheduled, if

and when they become eligible according to the request constraints. This led to six close pairs of

observations for which the second observation adds very little phase information to the lightcurve.

These are therefore effectively wasted. However, the fact that the submission window was actually

much wider than the positions chosen indicates that the telescope would not have made these

observations under other circumstances (if the windows hadbeen smaller, for example).

This behaviour is quite reasonable for a scheduler concerned with throughput, but illustrates

the difficult balancing act demanded of an astronomer wishing to achieve cadenced observations.

If the astronomer’s constraints are too strict, the sequence is unlikely to be successful (there are

few windows of opportunity). The more relaxed the constraints are made, the more opportunities

there are for the scheduler to place the observations, but conversely, the more likely it is that the

observations will not be placed with an appropriate spacing.

Ultimately, the true measure of data quality must be determined by frequency analysis.

Periodograms for the adaptive agent run and the control run are presented as Figures 4.22 and 4.23

respectively.

The first thing to note is that based on the highest peak in the periodogram, both the ASA

and the control runs correctly recover the true period of thesignal. The differences lie in the

relative strength of the true peak with respect to the rest ofthe periodogram. Calculating the peak

ratio A givesA = 1.40 for the ASA dataset, andA = 1.21 for the control run. This makes it clear

that the identification of the signal in the ASA dataset is more certain than in the control dataset.

This is a relatively crude metric in the sense that it ignoresthe power present in the rest of the

periodogram. The real win for the adaptive scheduling scheme is the conspicuous dampening of

spurious spectral leakage across the full range of frequencies considered in the periodogram. This

means that power in those other periods can be discounted with much more confidence than in the

equivalent control run periodogram.

The periodogram, while powerful and convenient, nevertheless does not hold all the infor-

mation required to differentiate between alternative periods. The periodogram ismade up of a

superposition of sinusoidal components, but the period of the observed target is not in general a

pure sinusoid. Power in the periodogram can sometimes be attributed to possible sinusoidal fits to

the dataset that are in fact quite unrealistic, and this can be determined by visual inspection of the

lightcurve folded at one of these alternative periods.

Figures 4.24 and 4.25 illustrate the lightcurves that arisefrom folding on the other high

peaks in the periodograms for the two runs. In the case of the ASA run (Fig. 4.24), the phase-

folding on the second strongest peak after the true peak presents an unconvincing lightcurve. The

third-strongest peak is harder to dismiss, but careful visual inspection would likely favour the true

period, based on the overlap between error bars at equivalent phase positions. On the other hand,

the second-highest peak in the periodogram of the control run cannot be easily ruled out using this

criteria (Fig. 4.25, upper panel).
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Figure 4.22: Periodogram of the ASA dataset. The highest peak corresponds to a period of
0.335898 days, in good agreement with the literature value.The value of the peak ratio isA = 1.40.
Power at other frequencies is much lower than in the corresponding periodogram for the control
run (Fig. 4.23, below).

Figure 4.23: Periodogram of the control dataset. The highest peak corresponds to a period of
0.335670, in good agreement with the literature value. The value of the peak ratio isA = 1.21,
somewhat poorer than for the ASA periodogram. In general, power at frequencies other than the
true signal frequency is substantially greater than for theASA run (Fig. 4.22).
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Figure 4.24: Folding the ASA dataset on the next highest peaks in the periodogram. The sec-
ond highest peak (upper panel) occurs at a frequency of 5.9918/day (corresponding to a period of
0.16689 days). The third highest peak (lower panel) occurs at a frequency of 2.9767/day, corre-
sponding to a period of 0.33594 days. In the first case, although considerable power is present in
the periodogram, visual inspection of the folded lightcurve indicates that this potential period is
incorrect. The third strongest frequency is not so easy to dismiss, because it is relatively close to
the true period. One way is to consider the overlap in error bars between observations at similar
phases. Careful comparison between these lightcurves is necessary to choose between them, but
the strength of the true frequency in the periodogram is compelling.
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Figure 4.25: Folding the control dataset on the next highestpeaks in the periodogram. The sec-
ond highest peak (upper panel) occurs at a frequency of 1.9850/day (corresponding to a period
of 0.50379 days). Although messy, a potential signal at thisperiod cannot be ruled out by visual
inspection. The third highest peak (lower panel) occurs at a frequency of 27.1007/day, correspond-
ing to a period of 0.03690 days. In this case visual inspection of the folded lightcurve indicates
that this potential period is incorrect.
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4.6 Conclusions

In this chapter, an adaptive scheduling agent has been described that implements the optimal geo-

metric sampling strategy for period searching described inChapter 3. The agent performs its role

in the context of an HTN-compliant network of telescopes (the eSTAR/Robonet-1.0 network), and

is thus a proof-of-concept for this model of remote networked observing. The algorithm at the

core of the agent automatically penalises the agent for choosing too many short gaps, but is simi-

larly hostile to the chasing of large gaps when there are shorter, more valuable alternatives. In this

way a balance point is determined that unambiguously definesthe best option for the agent at any

point in the run. The optimality calculation implicitly utilises the reordering property of optimal

sequences, maximises the agent’s cautiousness in the face of uncertainty, and is computationally

cheap. It is also stable in the sense that any subset of acquired points are optimal, subject to the

extant observing conditions. In the case of perfect observing behaviour (no failures), the optimal

sequence is naturally recovered. The algorithm can respondto dynamic changes of the network of

an unknown nature, because it makes no attempt to model the telescopes on which it relies.

The adaptive scheduling agent was used to run an observing programme on Robonet-1.0.

A control run was carried out concurrently, based on an observing strategy of staggered obser-

vations typical of an astronomer using the Robonet-1.0 system. It was found that substantially

more observations were acquired by the agent-based observing programme. More importantly, a

large fraction of the gaps between temporally adjacent observations made by the agent observing

programme were of the size specified by the optimal geometricsampling technique described in

Chapter 3.

The data were reduced and lightcurves obtained for the two runs. The lightcurves were

phase-folded on the known true period and compared. The agent-directed run had better phase

coverage, both by eye and as quantified with theS metric. Fourier analysis of the two lightcurves

demonstrated superior identification of the true period with respect to power elsewhere in the

periodogram. The amplitude suppression of spurious peaks and broad-frequency spectral leakage

in the agent-directed run indicates the successful minimisation of the window function predicted

by the optimal geometric sampling theory. The contrast in periodogram when compared to the

control run is marked.

The general conclusion of this chapter is that an adaptive scheduling agent that dynamically

implements an optimal geometric sampling strategy works. The use of such an agent leads to sub-

stantial improvement in the quality of the dataset that may be obtained by an astronomer seeking

to utilise a robotic telescope network for variability work.



Chapter 5

Conclusions

This thesis presents a practical solution to the problem of effective observation of time-varying

phenomena using a network of robotic telescopes. Chapter 1 described the context of the work,

charting the evolution of robotic observing, from its original inception as a handful of standalone

instruments for automatic observing, to the present state-of-the-art, the interlinking of multiple

telescopes and networks of telescopes to build an observingsystem greater than the sum of its

parts.

Chapter 2 investigated temporal stellar variability in theyoung cluster h Per. The aims of

this chapter were to explore a detailed example of the kind oftime-domain observing this work

addresses, showing the technical astronomy involved in observing and data reduction, as well as to

demonstrate an example of the astrophysical insight that such a dataset can provide. Specifically,

variability was used as a tracer for cluster membership, andit was argued that the sharp decrease in

observed variables at higher parts of the sequence lends support to the hypothesis that the transition

from a convective to a radiative stellar core leads to a change in the topology of the magnetic field

at the surface of the star. The lack of variables at magnitudes brighter than the radiative-convective

gap corresponding to this transition in the colour-magnitude diagram was presented as a potential

tracer for this transition region. Finally, problems in thequality of the dataset arising from lack of

phase coverage were identified as an example of a problem thatcould be successfully addressed

by a robotic network.

Chapter 3 considered the theoretical problem of observation placement in the undersam-

pled dataset regime, the common scenario for time-domain observations made using networked

robotic telescopes. A set of metrics was developed to allow interesting properties of the sampling

to be examined. Specifically, ways to quantify the phase coverage, the interconnectivity (a mea-

sure of the number of signal cycles sampled), and the strength of a given periodic signal relative

to the strongest other signal in a periodogram (called the peak ratio) were presented. Simulations

were performed to empirically investigate the properties of a number of sampling schemes. Anal-

ysis of the window functions generated from each sampling, and the application of these metrics

to periodograms created from artificial datasets demonstrated that a geometric sampling scheme

conclusively outperformed other sampling choices. To be effective the geometric scheme requires

tailoring to the period range of interest, and a simple function to generate such a set of temporal

positions was presented. It was also shown that the geometric series was largely insensitive to

128
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reordering, as long as the distribution of spacings was preserved, an important feature for practical

application.

Chapter 4 applied the optimal sampling strategy to observe variability using a professional

robotic telescope network. An autonomous software agent was designed and implemented that

took the optimal sampling as the basis for an adaptive algorithm that could manage the uncertain-

ties of a true observing environment dynamically, and without explicit user control. The reordering

property of the optimal series provided the agent with crucial flexibility, and the ability to recalcu-

late which reordered optimal sequence to pursue on-the-fly as a function of observation success or

failure was fully utilised in the implementation. The observed target was the variable star BI Vir,

and the data obtained were used to identify the period and evaluate the performance of the agent.

It was found that the agent achieved a large fraction of its observations at the spacings dictated by

the optimal sampling. Comparison with a simultaneous control run, placed with observing con-

straints typical of an astronomer using the network, demonstrated the significant performance gain

provided by the agent. More observations were completed successfully and the spacing between

them was much more effective, a fact demonstrated by comparing the phase coverageof the two

runs as well as the quality of the final periodograms.

5.1 Further work

There are many directions in which this work may be taken. Theoptimal sampling strategy de-

scribed in this thesis has been shown to be effective, and a possible phenomenological explanation

in terms of sampled frequencies has been proposed. However,no attempt has been made to char-

acterise the smoothness metric of the window function, or toanalytically solve this to find the

global minima. One such approach would be to seek a minimisation of the area under the window

function beyond the main peak. After integrating, it may be possible to solve the resulting function

in the limit as the area tends to zero.

Another approach to the sampling problem would be to exhaustively calculate the smooth-

ness of the window function at every point of a discretised four observation simulation. For the

dynamic range of frequencies assumed in the text, this should be a feasible calculation. The result

would be a visualisation of the surface of the window function smoothness in two dimensions, and

in particular, the variety and location of minima should be clearly defined. The shape of the sur-

face may provide clues to the likely topology in higher dimensions, with the tantalising possibility

of generalisation to sampling problems of arbitrary size.

A third way of tackling the search for minima would be to cast it in terms of a classical

optimisation problem, and seek to numerically locate the position of global minima through a

limited number of trials which are placed to take maximum advantage of the assumed correlation

between similar points in the phase space. Work is ongoing inthis area. Algorithms that are

currently being investigated include Nelder-Mead simplex(Nelder & Mead, 1964) and particle

swarm optimisation (Eberhart & Kennedy, 1995).

An alternative approach, currently under investigation bythe author, is to analytically iden-

tify the correct frequency distribution required for optimal undersampling, and then to determine
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the correct distribution of points through general arguments relating Fourier space to the time do-

main. For example, minimising structure in the window function may, in the limit, be equivalent

to choosing a delta function atν = 0, and setting all other frequencies to zero. While this condition

may not be achievable in practice, the limit may provide insight as to the ‘maximum unevenness’

that a set of points can provide in practice.

Work on similar problems exists in the field of interferometry. An interferometer is made up

of a number of spatially separated telescopes which, through the technique of aperture synthesis,

can have their signals combined. The resulting network has the same angular resolution as a single

instrument with a diameter equal to the longest baseline between telescopes. The pattern of gaps

between receivers determines the sampling of thevisibility, the set of amplitude and phase mea-

surements observed by the interferometer. The Fourier transform of this complex quantity is the

brightness distribution of the object, i.e. the image. Thuseach measurement of the visibility can be

considered a measurement of one of the Fourier components ofthe resulting image. The position

of each receiver therefore determines which components aresampled. Significant work has been

performed to determine the ideal positions for the individual receivers, and the resulting config-

urations are calledminimum redundancy linear arrays (Moffet, 1968; Ishiguro, 1980). They are

arranged to sample every wavelength up to some maximum value. Some wavelengths are unhelp-

fully sampled more than once; the array spacing aims to minimise these repeated measurements.

Comparison of this problem with the time domain problem is inprogress by the author.

An obvious step would be to try and improve the reliability ofthe scoring mechanism. One

way to do this would be for an agent to track the history of pastrequests to individual telescopes,

and compare the score returned with the actual outcome of theobservation request. This would

effectively provide a way to ‘normalise’ the scores provided byeach telescope according to a

trust factor. Since this trust factor is calculated heuristically, this approach is not a function of

the scoring algorithm and requires no explicit knowledge ofthe telescope scheduler’s decision-

making process. Additionally it is dynamic, reflecting changes in scoring behaviour promulgated

over time. Variants of such a learning mechanism could also be applied to other agent experiences,

such as the effective availability of different telescopes at different times of the year.

Another direction for further work is applying currently unused portions of the HTN stan-

dard. Although not used by this agent, a ‘differential’ score, which provides a continuum of

observation likelihoods over a range of time, is returned bythe Robonet-1.0 telescopes. This extra

information could potentially allow higher success rates by increasing the potential for fine tuning

by the agent.

Extending the HTN protocol is another way to gain flexibility. For example, if an agent

were able to check on the score of a queued observation, alternatives to the ‘submit and see’

strategy become viable. For example, an agent could submit observations to many telescopes,

leave them queued, and, when the time for the observation to begin is near, send abort messages

to all telescopes other than the highest score (T. Naylor, priv. comm.). From the agent perspective,

this is functionally equivalent to waiting until the last moment to place an observation, a technique

which is advantageous to the agent but harmful to a telescopescheduler. One way to discourage

such tactics, with a view to increasing the reliability of individual schedulers, would be to penalise
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agents that submit observation requests close to the start time of the observation (Naylor, 2008).

The experiment of running the adaptive scheduling agent showed that against the current

Liverpool scheduler, a reactive mode may achieve a higher observation success rate for an indi-

vidual observer by allowing finer control over observation submission. This becomes particularly

pertinent for the problem of long time series spread across several HTN telescopes. In this case,

there is no overarching scheduler responsible for managingthe continuity of the time series, and

therefore the burden of achieving observations with the correct cadence falls on the user. This

would be an ideal case for a reactive agent to handle. Examples include long-term monitoring of

variability, and monitoring of potential microlensing candidates with the aim of identifying the

anomolous outburst that would signify the prescence of an extra-solar planet around a distant star.

The reactive component of the adaptive scheduling agent is required because of the un-

certainty associated with achieving any requested observation. This is a specific example of the

general problem of acheiving a fully specified, arbitrarily-spaced set of time series observations.

If a telescope scheduling system supports regular cadencedtime series requests, which are a com-

mon way of specifying monitoring programmes, then it is onlya small step to support arbitrary

time series. Internally, the scheduler must handle the problem of observation uncertainty, but this

is not specific to the undersampling problem solved by the adaptive scheduling agent. In such a

situation, therefore, the user would no longer require a reactive component in order to schedule un-

dersampled observation sequences — the technical details of actually acquiring the observations

would be firmly in the domain of the telescope scheduler. Thiswould remove much of the risk

and uncertainty associated with the current mode of observing, as well as drastically simplifying

the task of the user.
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Woźniak P. R., Vestrand W. T., Akerlof C. W., Balsano R., Bloch J., Casperson D., Fletcher S.,

Gisler G., Kehoe R., Kinemuchi K., Lee B. C., Marshall S., McGowan K. E., McKay T. A.,

Rykoff E. S., Smith D. A., Szymanski J., Wren J., 2004, AJ, 127, 2436

Yost S. A., Aharonian F., Akerlof C. W., Ashley M. C. B., Barthelmy S., Gehrels N., Göğüş E.,
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