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Now pay attention. I’ll try to be clear. I know these things
are difficult and obscure, but I am full of the hope
of fame: it’s as if Dionysus had struck
my mind , even as the love of the Muses urged me onward
to attempt untrodden paths on the heights of their sacred

mountain.
I love to discover fresh springs that nobody else has drunk

from,
to pluck new flowers and weave a chaplet for my brow
from fields where no one has ever ventured before and the

Muses
have never recognised with this token of novel

achievement.

De Rerum Natura
Lucretius
(D. R. Slavitt)
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1 Preamble: Qualitative Picture Of Manifolds

The bulk of the planned first half of this independent study involves building mathematical
descriptions of manifolds and developing and manipulating objects on them. Forexample,
looking at the ideas of fields (scalar and vector) and calculus on manifolds. Before diving into
the mathematics, it is helpful to discuss relatively qualitatively (and briefly) what a manifold
is, as well as some of the ideas early on in the notes which are important in the subsequent
considerations.

1.1 Manifolds

Manifolds are generalizations of some ideas that are already very familiar.A curve through 3D
Euclidean space can be paramaterised by a single variable “t” via x(t), y(t), z(t). Similarly a
plane can be paramaterised by two variables “u, v” via x(u,v), y(u,v) andz(u,v).

Figure 1: A line can be paramaterised by a single variable “t”’

These objects are considered to be locally very similar to 1D and 2D Euclideanspaces (R
andR

2) respectively. More specifically, we say that there is a continuous, oneto one mapping
between the local curve and flat space. This is known as being homeomorphic. For example,
we consider a curve to be straight (1D Euclidean) at infinitesimal scales (fig. 2).

Figure 2: We consider a tangent at some point p to match the curve perfectly at infinitesimal
scales

So, a manifold is a space which is homeomorphic to someR
m locally, but may be different

from R
m globally (i.e. ambient space). We are able to describe the manifold using a setof “m”

local coordinates, however, if the manifold is not homeomorphic toR
m globally then we have to

use several of these local ecoordinates between which, transitions mustbe smooth (see example
below).
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1.1.1 Example: The Unit Sphere

To illustrate the above, amongst other points, consider a unit sphere (thatwith unit radius)
embedded in 3D Euclidean space (R

3). This is our manifold. We paramaterize our unit sphere
by (to take one example) use of polar coordinatesθ andφ via:

x = sin(θ) cos(φ)
y = sin(θ) sin(φ)
z = cos(θ)

Figure 3: Demonstrating the unit sphere including the polar angles

We can invert these expressions to yield some local (paramaterised) coordinates:

θ = tan−1(

√
x2+y2

z ), φ = tan−1( y
x)

Note, that we do not have to use polar coordinates (cf steregraphic projection later). In the theory
of manifolds all coordinate systems are equally good, which is appropriate since in physics we
expect the behaviour of a physical system to be independent of the coordinates used.
Further note, that on this manifold no coordinate system may be used everywhere at once...

• At θ = π
2 considerφ. At φ = 2π we have a discontinuity inφ from 2π to 0. In addition,

nearby (infinitesimally close) points have very different values. It is notcontinuous. (since
0 ≤ φ ≤ 2π).

• If we were to letφ ≥ 0 then every point would correspond to an infinite number of values
(2nπ, n = 1, 2, ...∞).

• At the polesφ is undefined!

We have spotted some flaws in our use of spherical polar coordinates to describe the whole of
our manifold. If we are to consider the local behaviour of the manifold we require that the
following conditions be met:

1. Nearby points on the manifold should have nearby coordinates on the manifold.

2. Each point on the manifold should have unique coordinates.

To resolve this problem (the study of the first sections of these notes) we introduce 2 or more
coordinate systems which overlap, each covers part of the sphere anddoesobey the conditions:

1. Nearby points have nearby coordinates inat least onecoordinate system.
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Figure 4: Each chart; A, B, C, D maps part of the circle, however, note that they over-
lap...

2. Each point has unique coordinates in each coordinate system that contains it.
For example, consider the unit circle (easier to draw than sphere):
Due to this overlap, we also require that:

3. If two coordinate systems overlap, they must be related to each other in a sufficiently
smooth way.

This final condition is important for retaining continuity over the manifold and subsequently
upholding the first two requirements (see later).
So, now that the idea of a manifold and some of its associated concepts that wewill have to
investigate in these notes have been outlined we can move on to the mathematics with aclearer
picture of what will be going on.

2 Distances, Open Sets, Curves and Surfaces

2.1 Defining Space And Distances

2.1.1 Setting Up Space

We can formally declare the space that we are working in. An n-dimensionalEuclidean space
would be written as:

En = {(y1, y2, ...yn) | yi ∈ R}

So, here we first declare the number of dimensions, the “set” (...). The symbol | then means
“restricted by...”. We are finally told with the set membership symbol∈ that each dimension of
this Euclidean space is an element of real space. So, to take some examples:

E1 = {y1 | y1 ∈ R}

This represents a set of real numbers, also known as a “real line”. Similarly:

E2 = {(y1, y2) | (y1, y2) ∈ R}
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This is the familiar cartesian plane of coordinates.E3 would be 3D Euclidean space and so on
for n = 4, 5...

2.1.2 Magnitude (or norm)

The magnitude of some vector~y = (y1, y2, ...yn) from the origin is defined to be:

‖~y‖ =
√

y1
2 + y2

2 + ...yn
2

This can be thought of as the distance from the origin. In a similar manner, thedistance between
two points~y = (y1, y2, ...yn) ~z = (z1, z2, ...zn) is then:

‖~z − ~y‖ =
√

(z1 − y1)2 + (z1 − y2)2 + ...(zn − yn)2

This is all fairly straightforward.

2.2 Open Sets

A subset “U” ofEn (written asU ⊂ En) is called “open” if, for every point~y in U, all points of
En within some positive distance “r” of~y are also in U (the size of r can vary).
Intuitively, an open set is some region minus its boundary. If we include the boundary we get a
closed set. A closed set goes right up to the edge of the boundary, so nocircle of radius r can be

Figure 5: At the edge of the open set we can find some circle of radius r which is still totally
contained in U.

drawn at every point and still be in U.

2.2.1 Open Ball

If ~a ∈ En, then the open ball with center~a and radius r is the set of all points inEn whose
distance from a is less than r. An open ball is everything except the ball boundary (as above).
An open ball is written as:

B(~a, r) = {~x ∈ En | ‖~x− ~a‖ < r}

To reiterate, it is open if for all~xwe can travel a distance r in any direction and still be inB(~a, r)

7



2.2.2 Examples of Open Sets:

• En is open (i.e. Euclidean real space has no boundaries)

• φ = {}, the empty set, is open

• Unions of sets are open. A union, denoted∪ is the set of all distinct elements of the
collection.

• As extension of the above, open sets are actually unions of open balls,U = ∪By. Put
simply, an open set can be considered to have an open ball at each point.

2.2.3 Relatively Open Sets

Consider some manifold M which is a subset of some s-dimensional Euclidean spaceEs. A
relatively open set applies the same definition of an open set to itself with respect to the manifold
M. It is called relatively open because it is not necessarily open in the ambient Euclidean space.
For example, if we consider s = 3 and M as some hemisphere with U as a relatively open set in
M:

Figure 6: A relatively open set U on M

Then, Uis not openin E3, since there are points arbitrarily close to U inE3 that lie outside of
U. However, Uis openin M, since given any point~y in U, all points of M within a small enough
distance from~y are still in U.
For example, some relatively open set might contain every point on the Earthwithin 100 miles
of London whilst containing no points above the surface of the Earth.

2.3 Parametric Paths and Surfaces in E3

These concepts are introduced in three dimensions first to aid conceptualunderstanding.
First, a quick example of paramaterization. We can paramaterize the straight line through a
point{pi} in E3 and parallel to the vector~a by:

yi = pi + ait

2.3.1 Smooth Paths

A smooth pathin E3 is a set of three smooth (i.e. infinitely differentiable) real-valued functions
of a single variable “t”:

yi = yi(t) | i = (1, 2, 3)

Where the curve has been paramaterised by t. By infinitely differentiable, we mean that we can
differentiate the functions an infinite number of times and still get functions, e.g. a trigonometric
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or exponential function is smooth.
If the vector of derivativesdyi

dt is nowhere zero, we have what we call a non-singular path. Such
a path never terminates. Our example of a straight line is not smooth, since after taking the first
derivative we are left with a constant.

2.3.2 Smooth Surfaces

Continuing our restricted 3D analysis, a smooth surface immersed inE3 is a collection of 3
smooth real-valued functions of two paramaterizing variablesx1 andx2 (these upper indices
refer to local coordinates,not the square of some value).

yi = yi(x
1, x2)

Figure 7: A 2D surface in 3D space with local coordinates marked on

Note that if we holdx1 contstant we get a smooth path (see figure 7) where different constants
yield different paths. Similarly, holdingx2 constant gives another batch of paths which intersect
the first ones.
x1 andx2 are known aslocal coordinates. This smooth surface requires, by definition, that the
3×2 matrix whoseijth entry is ∂yi

∂xj (the Jacobian matrix) has rank 2. i.e. the 2 rows are linearly
independent. This is the requirement that the surface is never singular.

2.3.3 Further Examples of Paramaterization

1. Paramaterization of a plane through{pi}, parallel to the independent vectors~a,~b is given
by:

yi = pi + aix
1 + bix

2 | (i = 1, 2, 3)

This is an extension of our consideration of a paramaterized line.

2. Paramaterization of the unit sphere,y1
2+y2

2+y3
2 = 1, using spherical polar coordinates:

y1 = sin(x1) cos(x2), y2 = sin(x1) sin(x2), y3 = cos(x1)

3. The Jacobian Matrix: The matrix of 1st order partial derivatives of ambient coordinates
with respect to local coordinates.
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J =

[ ∂y1

∂x1

∂y2

∂x1

∂y3

∂x1

∂y1

∂x2

∂y2

∂x2

∂y3

∂x2

]

For the unit sphere, by differentiating the equations in the previous examplewe get:

J =

[

cos(x1) cos(x2) cos(x1) sin(x2) − sin(x1)
− sin(x1) sin(x2) sin(x1) cos(x2) 0

]

This Jacobian matrix is rank 2 everwhere except atx1 = nπ for which sin(nπ) =
0, cos(nπ) = 1 and:

J =

[

cos(x2) sin(x2) 0
0 0 0

]

where the rank is now 1.

2.3.4 Paramaters As Local Coordinates

The parametric equations of a surface show us how to obtain a point on the surface once we
know two local coordinates(x1, x2). In other words, we have specified some function which
mapsE2 toE3 (we write thisE2 7→ E3). We can use our parametric equations to getx1, x2 as
functions ofyi, (i = 1, 2, 3). Continuing our example in spherical polars for a unit sphere, we
get:

x1 = cos−1(y3)

x2 =







cos− 1( y1√
y1

2+y2
2
) y2 ≥ 0

2π − cos− 1( y1√
y1

2+y2
2
) y2 < 0

This allows us to give each point onmostof the sphere two local coordinates. We do, however,
have some issues with continuity in this example, since aty2 = 0, x2 switches from 0 to2π.
Also at the poles,x1 = 0 andx2 is not even defined.
We therefore add the restrictions on the portion of the sphere consiered via:

0 < x1 < 2π ; 0 < x2 < π

These define an open subset “U” of the spere.
In conclusion our local (xi) coordinates allow us to map some subset of the manifold to Eu-
clidean (yi) space. We write thismapping as:

x : U → E1

where:

x(y1, y2, y3) = (x1(y1, y2, y3), x
2(y1, y2, y3))

is known as thechart.

2.4 Charts

A chart of a surface is a series of functions which specify each of the local coordinates (xi)
as smooth (infinitely differentiable) functions of some point on the surface interms of global
(ambient) coordinates. For an n dimensional surface it provides an n-1 dimensional map. This
is just like a geographic chart gives a 2D representation of our 3 dimensional planet.
In general, we chart an entire manifold “M” by covering it with open sets which become the
domains of coordinate charts. (Domain is set of input values for which a function is defined).
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Figure 8: A graphical representation of a chart describing a smooth surface.

3 Smooth Manifolds And Scalar Fields

3.1 Open Cover

An open cover is a generalization of the single subset of a unit sphere that we looked at in the
previous section. Formally, an open cover of a manifoldM ⊂ Es is a collection of open sets
{Ua} in M, such that M is the union of these subsets.

M = ∪aUa

The open sets comprising the open cover will overlap.

3.2 n-Dimensional Smooth Manifolds and Change of CoordinateTransforma-
tions

M ⊂ Es is called an n-dimensional smooth manifold if we are given a collection:

{Ua;x
1
a, x

2
a, ...x

n
a}

(That is, a collection of theath open subsets that are described in terms of local coordinates)
where:

• TheUa form an open cover of M.

• Each of thesexr
a is a smooth real valued function defined on the subset U in such a

manner that the chart:

x(u) = (x1
a, x

2
a, ...x

n
a)

mapsUa toEn in a one to one corresspondence. Formally this is written as,x : Ua → En

is one to one. In other words, each point on the subset corresponds toone point on the
n dimensional chart. Note that thesexi

r are independent, thus their being smooth allows
for partial derivatives of all orders.

As before we have local charts on this manifold M. The collection of all charts is called asmooth
atlasof M. Note, that an open subset may also be referred to as a coordinate neighborhood.
Consider a situation where we have two local charts for our manifold M, which we denote
(U, xi) and(V, x̄j). If neither of these sets are empty at some point, we can write some function:
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xi = xi(x̄j)

With inverse:

x̄k = x̄k(xl)

These functions are called change of coordinate transformations. Generally, if we are describing
a manifold using a number of charts, we can use these functions to move between descriptions
of the same points in different charts. This allows us to begin consideration of the overlapping
regions between charts. Note that the specified condition that neither of our charts be null en-
sures that we only consider regions which both charts describe. Theseconcepts are represented
graphically in figure 9.

Figure 9: A graphical representation of the use of change of coordinate transformations in
relation to our charts and manifold. Note that it only applies in the regions where
the charts overlap

One important inference from the introduction of these functions is that ourambient space is
not essential. We can define a smooth manifold using a number of charts without any reference
to global coordinates.

3.2.1 Some Examples of Manifold Paramaterisation

• Euclidean spaceEn is an n-dimensional manifold with a single identity chart defined by:

yi = xi(y1, y2, ...yn)

Here the left hand side refers to the global coordinate and the right handside gives the
value of the local coordinate (which is represented in terms of global coordinates). In
words we could say that this equation tells us that a global space coordinateof a point is
equal to the local coordinate at that point.

• Generalised unit polar coordinates:Consider the manifoldM = Sn which is the unit
n-dimensional sphere:
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M = Sn = {(y1, y2, ..., yn, yn+1) ∈ En+1 | ∑

yi
2 = 1

With manifold local coordinates(x1, x2, ..., xn). Where, to resolve the continuity issues
covered in section 2.3.4 we impose the conditions:

0 < (x1, x2, ...xn<1) < π and 0 < xn < 2π

Generalised polar coordinates for a unit sphere are then given by:

y1 = cos(x1)
y2 = sin(x1) cos(x2)
yn−1 = sin(x1) sin(x2)... cos(xn−1)
yn = sin(x1) sin(x2)... sin(xn−1) cos(xn)

We can apply this definition to non-unit spheres by multiplying eachyi by r.

3.3 The Example of Stereographic Projection

For a 3D unit sphere, stereographic projection involves tracing a line from the north pole through
some point on the sphere and mapping the position on a 2D plane.

Figure 10: A representation of stereographic projection with an example tracing of a point
“m”.

We now look again at the local coordinates of the unit sphereSn but this time using stereo-
graphic projection. Let Q be the point (0, 0, 0,... 1) and P be the point (0, 0,0,... -1) (i.e. north
and south poles respectively). We can then define two charts as follows inFig. 11:
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Figure 11: A demonstration of the use of two charts in stereographic projection.

That is, we have one chart due to tracing from the north pole and one chart due to tracing
from the south pole. Note that at P or Q, stereographic projection fails at that point for the chart
which maps using that point. So, if(y1, y2, yn, yn+1) is a point inSn, we get for our charts from
the north and south poles respectively:

x1 = y1

1−yn+1
, x̄1 = y1

1+yn+1

...
xn = yn

1−yn+1
, x̄n = yn

1+yn+1

As usual, we can invert these maps to solve for global coordinates in terms of local coordinates
xi, x̄i as follows:

y1 = 2x1

r2+1
, y1 = 2x̄1

1+r̄2

...
yn = 2xn

r2+1
, yn = 2x̄n

1+r̄2

yn+1 = r2−1
r2+1

, yn+1 = 1−r̄2

1+r̄2

Here, the valuesr2 andr̄2 are defined as:

r2 =
∑

i

xixi = (x1)2 + (x2)2 + ...(xn)2

r̄2 =
∑

i

x̄ix̄i = (x̄1)2 + (x̄2)2...+ (x̄n)2

We can then use these global and local coordinates to arrive at a change of coordinate transfor-
mation between our two stereographic projection maps:

x1 =
y1

1 − yn+1

=
2x̄1

1+r̄2

1 − 1−r̄2

1+r̄2

=
2x̄1(1 + r̄2)

(1 + r̄2)2r̄2

=
x̄1

r̄2
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This is exaclty the same form forxi, (i = 1, 2, 3...n). Via the same methodology we can also
obtain the reverse transformation between maps, which is:

x̄i = xi

r2

In summary, for the example of stereographic projection of a unit sphere we have just found:

• Local coordinates in terms of global coordinates for both maps (both the projections from
P and Q)

• Global coordinates in terms of local coordinates

• The transformations between the map given via projection from P and the map given via
projection from Q

3.4 Scalar Fields

A smooth scalar field on a smooth manifold “M” is simply a smooth, real valued mapping of
some scalar property of the manifold using a chart. This mapping is written as:

φ : M → E1

That is, some function which is the scalar fieldφ associates to each point “m” on he surface of
“M” a unique scalar valueφ(m). This also applies to subsets of M, “U”, however if the scalar
field for U differs for that at M it is called alocal scalar field.
If Φ is a scalar field on M andxi are local coordinates of a chartx, then we can expressΦ as a
smooth functionφ (ok, so not the best notation) of these local coordinates. This is effectively
expressing a scalar field in terms of global coordinates (Φ) and local coordinates (φ). Similarly
to the considerations of 3.2, if we have a second chartx̄ we will get a second function̄φ which,
for these scalar fields, must satisfyφ = φ̄ at each point on the manifold. This is a consequence
of our requirement that there be no preferential coordinate systems, soonce all details have been
re-mapped onto the surface they should all agree.

3.4.1 Example: The local Scalar Field

The most obvious candidate for local scalar fields are the coordinate functions themselves. If U
is a subset (also referred to as a coordinate neighborhood) andx = {xi} is a chart on U, then the
mapsxi are themselvesscalar fields.
Sometimes we may wish to specify a scalar field purely in terms of its local paramaters (as
opposed to global); that is, by specifying various functionsφ instead of some single functionΦ
(as we do when we break a manifold up using a chart). However, we cannot just specify this
collection ofφ any way we want, since they must collaborate to give a value to each point of
the manifold independently of local coordinates. That is, overlapping local coordinate systems
must agree on values for the scalar field.
We can express this formally by considering a point P on our manifold (P ∈ M ) with coordi-
natesxh andx̄j in the chartsx andx̄ respectively. The transformation rule requires that these
local coordinates agree as to the value of the scalar field at this pointupon transformation

φ̄(x̄j) = φ(xh)

φ̄(x̄j(xh)) = φ(xh)

i.e. upon relation using the coordinate transformations we should find the same values for the
scalar field, or̄xj = x̄j(xh).
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4 Tangent Vectors and the Tangent Space

In the previous section we looked at scalar fields on smooth manifolds. We nowlook at vectors
on smooth manifolds. In order to achieve this we first look at the idea of asmooth pathin M.

4.1 Smooth Paths

A smooth path on the smooth manifold “M” is a smooth map defined on an open segment of the
real line. Put simply it is a 1 dimensional map (a line) upon the manifold which covers some
portion of the real lineR (orE1). Formally, it is the map:

r : J →M

where: J is some open interval of the real line, M represents the manifold and r is the vector
valued mapping functionr(t) = (y1(t), y2(t), ...ys(t)). Obviously, we require that the parama-
terisation of the line “t” be in J (t ∈ J).
r is said to be a smooth line through a point on the surfacem ∈ M if ~r(to) = m for some
to ∈ J . That is, if some pointto along our paramaterised smooth path is atm.
We can specify a path in M which goes through m by its coordinates:

yi = yi(t)

Where the point m would be specified byyi(to). Furthermore, since the ambient and local coor-
dinates are functions of one another, we can also express a path in terms of its local coordinates
via:

xi = xi(t)

4.1.1 Example: Path segment (“latitude curve”) through any fixed point “p” on the unit
sphere

Consider some point on the surface of a unit sphere of n+1 global coordinates which we will
denote asp = (p1, p2...pn, pn+1). This latitude curve path is then specified by:

Figure 12: Path segment through “p” on the unit sphere

y1 = p1 cos(t) − p2 sin(t)
y2 = p1 sin(t) + p2 cos(t)

y3 = p3

16



...
yn+1 = pn+1

This is a smooth path onSn since the trigonometric functions have an infinite number of deriva-
tives.

4.2 Tangent Vectors

Formally, a tangent vector at a point “m” on a maninfold “M” in some r-dimensional Euclidean
space (m ∈ M ⊂ Er) is a vector~v in Er of the form~v = y′(to) for a pathy = y(t) in M
through m withy(to) = m. Put more simply, it is a vector at some point along a path on the
manifold which passes through m,at y(to).

Figure 13: A representation of a tangent vector for a path through a point m on M

4.2.1 Example: The Parabloid of Rotation

Let M be the surfacey3 = y1
2 + y2

2, i.e. the parabloid of rotation, which is paramaterised by:

y1 = x1, y2 = x2, y3 = (x1)2 + (x2)2

This manifold is illustrated in Fig 14

Figure 14: The parabloid of rotation “M”’

This correspondance between the local and global coordinaes implies a single chart where U =
M and extends over allx1, x2.

U = M : x1, x2
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This is because we have two local coordinatesx1, x2 which paramaterize the manifold fully (see
the equations above).
To specify a tengent vector, we first need to specify a path in M which mustsatisfy the equation
of the surface (otherwise it is not on M!). e.g if we choose:

y1 = t sin(t)

y2 = tcos(t)

y3 = t2 sin2(t) + t2 cos2(t)

= t2(sin2(t) + cos2(t))

= t2

This gives a spiralling path:

Figure 15: An illustration of the spiralling path of the parabloid of rotation M

Then, to obtain the tangent vector along the path we have to find thetangent vector field(see
shortly) along the path by taking the derivatives:

(
dy1

dt
,
dy2

dt
,
dy3

dt
) = (t cos(t) + sin(t), cos(t) − t sin(t), 2t)

What we have here is the field of tangent vectors along the path. To then get a tangent vector
we evaluate thisat some fixed point.
Now, we already know that we can express global coordinates in terms oflocal ones. We can
therefore arrive at an expression for the path in terms of local coordinates:

x1 = y1 = t sin(t)

x2 = y2 = t cos(t)

So we can get another form of the tangent vector in terms of the local coordinates using the
same derivative of the line with respect to the paramaterization:

(dx1

dt ,
dx2

dt ) = (t cos(t) + sin(t), cos(t) − t sin(t))

To reiterate, this is also thought of as a tangent vector, but given in terms of local coordinates.
We will move on to look at the relationship between these two forms of tangent vector shortly
later, in section 4.3.3.
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4.3 Algebra of Tangent Vectors

4.3.1 Addition and Scalar Multiplication

When summing or performing scalar multiplication of tangent vectors, the resulting object is
also a tangent vector. However, these operations are not necessarilystraightforward actions of
summing or scalar multiplying paths on our manifold “M”. This is because we defined tangent
vectors using using paths on “M”, so we have to ensure that the vectors resulting from these
operationsalso produce paths in M.
However, wecanadd paths by using some charts as follows:
We choose a chart̄x atm ∈ M such that the chart hasx(m) = 0, i.e. the point m is the origin
in out chart(this is purely for convenience). Subsequently, the pathsx(f(t)) andx(g(t)) on
the chart give two paths through the origin in coordinate space. We may nowadd these paths or

Figure 16: Mapping paths passing through m on M to a chart with m as the origin

scalar multiply them without leaving our local coordinate space. The chart map can then be used
to pass the results back to the manifold M. More formally, for addition of two paths g(t), f(t)
we would write:

f(t) + g(t) = x−1(x(f(t)) + x(g(t)))

So the sum of the paths on the manifold is the inverse mapping of the sum of the paths on the
chart. Also, for scalar multiplicaiton:

λf(t) = x−1(λx(f(t)))

Again, the scalar multiple of the path is the inverse mapping of the scalar multiple on the chart.
All that we have found so far is the sum or scalar product of two paths. To get the tangent
vectors themselves we are requried to follow the same steps as in the example ofparabloid of
rotation above. Namely, we have to take the derivates with respect to the pathparamater “t” to
get the vector field and evaluate this at a point (m) to get the tangent vector there. i.e.

d
dt(f(t) + g(t)) = dx−1(x(f(t))+x(g(t))))

dt

and

d
dt(λf(t)) = dx−1(λx(f(t)))

dt
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4.3.2 Tangent Space and Vector Space

If M is an n-dimensional manifold, andm ∈ M (m is a point on M) then thetangent space
at m is the setTm of all tangent vectors at m. That is, if we run a large (infinite) number
of paths through m spanning all trajectories and represent the associated tangent vectors atm
collectively, we arrive at the tangent space.

4.3.3 Local and Global Descriptions of the Tangent Vector

Now we return to examine the fact that we have two ways of describing the coordinates of a
tangent vector at a pointm ∈M :

1. Writing the path asyi = yi(t) we get the “s” dimensional ambient coordinates of the
tangent vector:

~y′(to) = (dy1

dt , ...
dys

dt )t=to

2. Using some local chartx at m, we get the local coordinates of the tangent vector:

x′(to) = (dx1

dt , ...
dxn

dt )t=to

This is all as was stated in the previous 2 sections, but how do we relate thesetwo descriptions
of the tangent vector? In general we relate thedxi

dt and thedyi

dt via the chain rule.

dy1

dt = ∂y1

∂x1

∂x1

∂t + ∂y1

∂x2

∂x2

∂t + ... ∂y1

∂xn
∂xn

∂t

and so on fordy2

dt ,
dy3

dt .... Therefore, we can recover the ambient tangent vector coordinates from
the local ones. In other words, the local vector coordinates completely define the tangent vector.
As a generalization, if the tangent vector “V” has local coordinates(v1, v2, ...vn) and ambient
coordinates(v1, v2, ...vs) then they are related by the formulae:

vi =
n

∑

k=1

∂yi

∂xk
vk

To get the amibent coordinates from the local, and:

vi =
s

∑

k=1

∂xi

∂yk
vk

to get the local cooridnates from the ambient. Where, to clarify, thesevi = dyi

dt and thevi = dxi

dt .
Note, that although we cannot sum or scalar multiply simply thepaths, to take the sums or scalar
multiples of tangent vectors, we are allowed to take the corresponding sums and scalar multiples
of the coordinates. In other words:

(v + w)i = vi + wi

and

(λv)i = λvi
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This is what we would expect for vectors in ambient coordinates. The reason we can now do
this is that when working in local coordinates we are automatically contstrainedto the surface
of the manifold. So we dont have to worry about the resulting vectors not belonging to paths in
M.
Note, from here on, Einstein’s summation convention will be used. That is, that summation over
repeated indices in expressions is implied. As an example, the right hand sideof the relations
between global and local tangent vectors can be rewritten:

n
∑

k=1

∂yi

∂xk
vk =

∂yi

∂xk
vk

and
n

∑

k=1

∂xi

∂yk
vk =

∂xi

∂yk
vk

Since the k index is repeated.

4.4 Example, And Another Formulation Of The Tangent Vector

• Consider M =En (n dimensional Euclidean space). For such a space our∂yi

∂xk = 1 and as
such, our relation between local and global vectors in section 4.3.3 yields:

vk = ∂yi

∂xk v
k = vk

Therefore for Euclidean space tangent vectors are the same as “ordinary” vectors.

• In general, if we have a local coordinate system near some pointm ∈M then we can also
obtain a path in terms of global coordinate paramaterizationyi(t) via:

xj =

{

t+ constant j = i
constant j

Where the constants are chosen so that the local pathxj(to) corresponds tom ∈ M .
Then, to view our global pathyi(t) as a function of “t” we apply the parametric equations
yi = yi(x

j).
The associated tangent vector at the point t =to expressed in a (to me, unusual) form
independent of global or local coordinates is:

∂
∂xi

It has local coordinates:

vj = (
dxj

dxi
)

= (
dxj

dt
)

=

{

1 j = i
0 j 6= i

= δj
i
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Whereδj
i is the Kronecker delta. This results occurs because local coordinates should be

independent of one another (as, for example our familiar x, y, z axes are). We can then
get the ambient cooridnates via the conversion found earlier:

vj =
∂yj

∂xk v
k =

∂yj

∂xk δ
k
i =

∂yj

∂xi

This is again, why we generally refer to the tangent vector as∂
∂xi , since it applies equally

to the global or local coordinates but is not inherently specified.

Note that everything in the previous consideration is evaluated atto and that the nature of the
path itself has now disappeared from the definition of the tangent vector!

Figure 17: Graphical representation of tangent vectors in our new definition irrespective of
path taken

In this formulation, there is a linear one to one correspondance between tangent vectors atm
and the “normal” vectors of n dimensional Euclidean space. In other words, tangent spacelooks
like En.

Figure 18: There is a one to one correspondance between tangent vectorsat the surface and
“normal” vectors in n dimensional Euclidean space.

4.5 Proof Of 1 to 1 Correspondance Between Tangent And “Normal” Vectors

Let Tm be the set of tangent vectors at m (i.e. the tangent space) and define some function “F”
which will map thisTm onto n dimensional Euclidean space:

F : Tm → En

This mapping will work by assigning to some typical tangent vector its n local coordinates (as
we have done throughout).
We also define an inverse function “G” for mapping vectors in Euclidean space onto the tangent
plane:
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G : En → Tm

This inverse is then:

G(vi) =
∑

i

vi ∂

∂xi

vi ∂
∂xi

These functions are represented graphically in figure 19.

Figure 19: Demonstrating the functions F and G and their relation between the tangent plane
at m and the Euclidean plane.

Then, we look to verify that F and G are inverses as follows:

F (G(vi)) = F (vi ∂
∂xi )

However, we have seen that locally for tangent vectors that∂xj

∂xi = δj
i . Substituting this in gives,

for the j’th coordinate:

F (G(v))j = viδj
i = vj

Which is thejth coordinate of v. Conversely, for the inverse funtion:

G(F (w)) = wi ∂
∂xi

We want to check the ambient coordinates of these results to see if they are the same, because
if two vectors have the same ambient coordinates then they are certainly the same vector. We
already saw how to find the ambient coordinates of these sums in section 4.3.3.so, applying the
same method:

G(F (w))j = wi ∂yj

∂xi = wj

So “F” and its inverse “G” produce local and global tangent vector descriptions respectively.
That is, there is one to one correspondence with no “baggage”.

5 Covariant And Contravariant Vector Fields

In the previous section we looked at the definiton of tangent vectors. Thequestion which now
arises is; how can we relate the coordinates of a given tangent vector in one chart, to those of
the same vector in another chart? Once again we use the chain rule:
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dx̄i

dxj = dx̄i

dxj
dxj

dt , or v̄i = dx̄i

dxj v
j

That is, a tangent vector throughm ∈ M is a collection of numbersvi = dxi

dt for each chart at
m, where the quantities for on echart are related to those for another according to:

v̄i = dx̄i

dxj v
j

From this, we take the definition of a contravariant vector:

5.1 Contravariant Vectors and Contravariant Vector Fields

A contravariant vector atm ∈ M is a collection of quantities which transform according to the
above expression. That is, a contravariant vector isjust a tangent vector. Thus, by extension,
a contrvariant vector field “V” on M associates with each chart “x”, a collection of real-valued
coordinate functionsV i of local coordinates(x1, x2, ...xn) such that evaluatingV i at any point
gives a vector at that point.
The same applies to subsets of M (U ⊂ M ) only the vector field domain is restricted to that
subset.
So, the transformation rule for all contravariant vector fields is:

V̄ i = dx̄i

dxj V
j

Where nowV j = V j(x1, x2, ...xn) andV̄ i = V̄ i(x̄1, x̄2, ...x̄n). Obviously this transformation
can only apply where charts overlap. Further note that this transformationis reversible (i.e. we
can performV j → V̄ i and subsequentlȳV i → V j). Lastly, if, as was seen in the previous
section,V is a smooth contravariant vector field on M then:

V = V i ∂
∂xi

5.1.1 Example

In section 3 we defined the vectors∂
∂xi as each pointm ∈ M having n vectors ∂

∂xi , (i =

1, 2, 3...n) where theith vector is found by taking the derivative of the path at that point. E.g.
for the pathxj (also local coordxj)

∂xj

∂xi =

{

t+ constant i = j
constant i 6= j

Where the constants are chosen to force the path through m at some value of path paramaterisa-
tion x(to), hence:

( ∂
∂xi )

j = δj
i

Are the coordinates of the vector in chartx. That is, in some chart we can force the tangent
vectors to be along local coordinate axes.
For these same coordinates in some other, general, chartx̄ are then:

∂x̄j

∂xi = ∂x̄k

∂xi
∂x̄j

∂xk

∂x̄j

∂xi = δk
i

∂x̄j

∂xk

We define the local vector fields( ∂
∂xi )

j = ∂x̄j

∂xi . This defines a local vector field on a domain U.
It is the constant field of unit vectors pointing in thexi direction. Note that∂

∂xi is a field, not the
xith coordinate of the field.
So the ∂

∂xi vector field is a unit vector field along all coordinates. It is a generalisationof the way
that we relate to contravariant vectors in different local coordinate systems. Note that locally for
some specific∂

∂xi it has constant value (given that the local tangent space is Euclidean) however,

it will differ under the use of some other chartx̄, for which ∂x̄j

∂xi 6= constant generally.
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Figure 20: The local vector field alongE1 taken from M.

5.2 Patching Together Local Contavariant Vector Fields

The previous example was specifically for alocal vector field. Now we look to extend this to
consider the entire manifold. In order to do this we have to set the vector fieldequal to zero near
to the edge of its coordinate “patch” (remember that they overlap) so that, again, through the
use of many charts we cover the entire manifold.
To achieve this, we draw a disc at x(m) (on the chart x) of radius “r” thatis completely contained
within the contravariant space. The vector field spanning the whole of M is then:

Figure 21: Vector field discs on M.

w(p) =

{

∂
∂xj e

−R2 w(p) ∈ D
0 otherwise

WhereR = |x(p)−x(m)|
r−|x(p)−x(m)| . That is, if w(p) is in the disc D about some point x(m) of its

contrvariant vector space then we use that local space to define the vector field there, otherwise
we say it is zero in that local space and move on trying others until wedofind one that is local.
We can do this because as we leave the local coordinate system, the∂

∂xi vanish (tend to zero).
Notice that x(m), the vector field, agrees with∂

∂xi at that point and varies smoothly away from
that point.

5.3 Covariant Vector Fields

Now we look back at scalar fields on M. If a part of the scalar field has a chartx̄ we can analyse
thegadient of the scalar fieldwhich is a locally defined vector field∂φ

∂xi . We transform between

25



this vector field in different charts as follows:

∂φ
∂x̄i = ∂φ

∂xj
∂xj

∂x̄i

or we can setcj = ∂φ
∂xj and c̄i = ∂φ

∂x̄i . We can then define thecovariant vector field C on M,
which associates with each chartx a collection of n smooth functionsCi(x

1, x2, ...xn) which
satisfies the covariant vector transformation rule:

C̄i = Cj
∂xj

∂x̄i

Note that for contravariant objects the indices are upper (V i) and for covariant objects the indices
are lower (Ci). I can see the reason for this being the position in the definition of the vectorof
the local coordinate term:

V i = ∂xi

∂t

Ci = ∂φ
∂xi

Generally, as present, we assume scalar and vector fields to be smooth. Wesaw earlier that
geometrically, contravariant vectors are tangent to the manifold... geometrically... what are
covariant vectors?
Firstly, a one form (or smooth cotangent vector field) on M (or some subset U ⊂ M ) is a
function “F” that assigns to each smooth contravariant vector field V on M (or U) a smooth
scalar field F(V) which has the following properties:

F (V +W ) = F (V ) + F (W )
F (αV ) = αF (V )

Where V and W are contravariant vector fields andα is some scalar. We say that there is a one
to one correspondence between covariant vector fields on M (or U) and one forms on M (or U).
Therefore we can think of covariant vector fields as one forms.
In short a covariant vector field is a transformation of the contravariantfield onto the surface of
the manifold.

Figure 22

5.3.1 Proof that we can considerCi as a one fom

If we denote our set of one forms “F” on M (a single one form may not be enough in a similar
way to our requiring a number of charts to describe a manifold). We call such a collection a
family. We can subsequently talk about a “family” of covariant vector fields“C” on M. Now,
we define some functionΦ which maps C onto F.
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Φ : C → F

by

Φ(Ci)(V
j) = CkV

k

Now thisCkV
k is in fact:

CkV
k = ∂Φ

∂xk
∂xk

∂t = ∂Φ
∂t

This quantity is some scalar value, which satisfies our description of a one form above.
The inverse function we then define asψ

Ψ : F → C

by

(Ψ(F ))i = F ( ∂
∂xi )

To verfiy the validity of this transformation, we need to check if this is a smooth covariant
vector field (i.e. are the local components smooth functions of local coordinates and do they
transform correctly?). The smoothness comes from the fact thatF ∂

∂xi is a smooth scalar field
(as in our definition of covariant vector field) and hence a smooth functionof local coordinates.
The transformation can be verified by trying for two chartsx andx̄:

F ( ∂
∂xi ) = F (∂xj

∂x̄i
∂

∂xj )

= ∂xj

∂x̄i
F ( ∂

∂xj )

This is exactly the same form as the transformation rule for covariant vectors (C̄i = ∂xj

∂x̄iCj).
We can therefore think of C as one forms.

5.3.2 Example

Let φ be some scalar field. Its ambient gradient,∇φ (which we know well) is:

∇φ = ∂φ
∂y1

+ ∂φ
∂y2

+ ... ∂φ
∂ys

This is neither covariant or contravariant (generally), since it is the gradient of the scalar field
upon the surface, rather than being a surface bound representation of contravariant vectors.
However, we can use this to obtain a covariant vector field as follows:
Choose V as a contravariant vector field, then rate of change ofφ along V is:

V.∇φ

This action assigns to every contravariant vector field, the scalar field :

F (V ) = V.∇φ

which tells us how fastφ is changing along V. The coodinates corresponding to the covariant
vector field are then:

F ( ∂
∂xi ) = ( ∂

∂xi ).∇φ
= [∂y1

∂xi + ∂y2

∂xi + ...
∂yj

∂xi ].[
∂φ
∂y1

+ ∂φ
∂y2

+ ... ∂φ
∂ys

]

= ∂φ
∂xi
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Which is what we first considered when looking at covariant vector fields.
We can in fact, generalize the above. IfΣ is any smooth vector field of M, then the operation
V.Σ results in a transformation from a smooth tangent field to a smooth scalar field. Therefore,
a one form on M with local coordinates is given by applying the linear functionto the charts
∂

∂xi :

Ci = ∂
∂xi .Σ

In the previous exampleΣ = ∇φ, but to reiterate, any smooth vector field will also do. Note
that this operation depends only on the tangential component ofΣ.
If V is any tangent (contravariant) field, then we can refer to the generalized equation given
above to obtain an associated covariant field. The coordinates of this fieldare not the same as
those of V. To find them, we writeV = V i( ∂

∂xi ) and use this in place ofΣ in the expression for
Cj to give:

Cj = ∂
∂xj .V

i ∂
∂xi = V i ∂

∂xj .
∂

∂xi

The dot product in the above expression is not necessarily orthogonal (i.e. not necessarilyδij .
We thus define certain functions:

gij = ∂
∂xj .

∂
∂xi

i.e.

Cj = gijV
i

Note that the upper and lower indices on the right hand side of the above expression “cancel”
just leaving a lower index. We will move on to look at thesegij As a final note, for anypair of
covariantor contravariant vector field, the following operations are permitted:

(V +W )i = V i +W i (αV )i = αV i

These actions convert a set of vector fields into a vector space. Note that we cannot expect to
obtain a vector field through addition of a covariant field and a contravariant field.

6 Tensor Fields

We previously looked at vector fields on manifolds, now we move on to look atthe notion
of tensors on smooth manifolds. At present (for simplicity) we will consider 3dimensional
Euclidean spaceE3. Consider two vector fields onE3, V = (V1, V2, V3) andW = (W1,W2,W3).
TheTensor Poductof these vector fields consist of the nine quantities:





V1W1 V1W2 V1W3

V2W1 V2W2 V2W3

V3W1 V3W2 V3W3





How do such quantities transform? We need to consider the thee cases of:ViWj = contravariant,
ViWj = covariant and the mixed case. Therefore, let V and W represent contravariant vector
fields and C and D be covariant vector fields. We then get the following possibilities for tans-
formation:

1. Two contravariant vector fields:
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V̄ iW̄ j =
∂x̄i

∂xk
V k ∂x̄

j

∂xm
Wm =

∂x̄i

∂xk

∂x̄j

∂xm
V kWm

2. Covariant vector field and contravariant vector field:

V̄ iC̄j = ∂x̄i

∂xk
∂xm

∂x̄j V
kCm

3. Two covariant vector fields:

C̄iD̄j = ∂xk

∂x̄i
∂xm

∂x̄j CkDm

These product fields are known as tensors. (1) is type (2,0), (2) is type (1, 1) and (3) is type
(0, 2). In short the “type” is (no. of contravariant indices, no. of covariant indices). A tensor
field on an n-dimensional smooth manifold M, associates with each chartx a collection ofn2

smooth functions which satisfy their appopriate transformation rules:
Transformation Rules:

1. Type (2, 0):

T̄ ij = ∂x̄i

∂xk
∂x̄j

∂xmT km

This is the transformation between contravariant rank 2 tensors.

2. Type(1, 1):

T̄ i
j = ∂x̄i

∂xk
∂xm

∂x̄j T
k
m

This is the transformation between mixed contravariant rank 1 and covariant rank 1 ten-
sors.

3. Type (0, 2):

T̄ij = ∂xk

∂x̄i
∂xm

∂x̄j Tij

This is the transformation between covariant rank 2 tensors.

A tensor field of the type (1, 0) is just a contravariant vector field, similarly atensor field of type
(0, 1) is a covariant vector field. A type (0, 0) is simply a scalar field. Note that we can add and
scalar multiply tensor fields in a similar way to vector fields, for example, if A and Bare both
type (1, 2) tensors, then their sum is given by:

(A+B)c
ab = Ac

ab +Bc
ab

As an example, the Kronecker delta is actually a Tensor

δi
j =

{

1 i = j
0 i 6= j

it is a type (1, 1) tensor, where:

δj
i = ∂xi

∂xj
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where, as a reminder, thexi andxj are theith/jth local coordinates. This transforms according
to:

δ̄i
j = ∂x̄i

∂xk
∂xk

∂xm
∂xm

∂x̄j

= ∂x̄i

∂xk δ
k
m

∂xm

∂x̄j

By comparison with the transformation rules above we see that this is a tensor field of type (1,
1). Note that sinceδi

j = δ̄i
j andδi

j = δi
j , thereforeδi

j is a symmetrictensor. So, given some
point “p” on the manifold and a chartx at p, then this tensor assignsn2 quantitiesδi

j which is

the identity matrix∂xi

∂xj that is independent of the chart we chose.
Interpreting this object: In section 4, we saw that covariant vector fields convert contravariant
vector fields into scalars, we shall see that a type (1, 1) tensor convertscontravariant fields to
other contravariant fields. This particular tensorδj

i does very little, if we put in a specific vector
field V, and you obtain the same vector field as was input as the result. Thisδj

i is an identiy
transformation.
We can make new tensor fields out of existing tensors in various ways, forexample:

M i
jkN

pq
ns

M i
jkN

jk
rs

The upper product results in a type (3, 4) tensor, while the lower results ina type (1, 2) tensor
since the j, k indices cancel. As an example, consider the transformation rules for type (1, 1)
and (2, 0) tensors and take the product of them:

T̄ i
j = ∂x̄i

∂xk
∂xm

∂x̄j T
k
m

And

T̄ ij = ∂x̄i

∂xk
∂x̄j

∂xmT km

T̄ j
i T̄

ij =
∂x̄i

∂xk

∂xm

∂x̄j

∂x̄i

∂xk

∂x̄j

∂xm
T k

mT
km

=

(

∂x̄i

∂xk

)2

T k
mT

km

(T̄ i)2 =
(

∂x̄i

∂xk

)2
(T k)2

T̄ i = ∂x̄i

∂xkT
k

And we recover the contravariant tensor transformation rule (i.e. wehavea contravariant ten-
sor!).
If X is some contravariant vector field, then the functions∂Xi

∂xj do not define a tensor. To verify,
check the transformation rule:

∂X̄i

∂x̄j = ∂
∂x̄j

(

Xk ∂x̄i

∂xk

)

Then, we can rewrite this as:

∂x̄i

∂x̄j = ∂xh

∂x̄j
∂

∂xh

(

Xk ∂x̄i

∂xk

)

And differentiate by parts
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u = Xk v = ∂x̄i

∂xk

∂u
∂xh = ∂Xk

∂xh
∂v
∂xh = ∂2x̄i

∂xh∂xk

∂X̄i

∂x̄j = ∂Xk

∂xh
∂x̄i

∂xk
∂xh

∂x̄j +Xk ∂2x̄i

∂xh∂xk

This transformation gives some extra term on the right hand side which violates our trans-
formation rules.
Generally, if we are given a smooth local functiongij with the property that for every pair of
contravariant vector fieldsXi andY j , the smooth functionsgijX

iY j determine a scalar field,
then thegij determine a smooth tensor field of type (0, 2).

6.1 Proof of the above statement

If ḡijX̄
iȲ j = ghkX

hY k...eqn(1), then we require, sinceghk = ∂
∂xh .

∂
∂xk that:

ḡij x̄
iȳj = ḡijX

hY k ∂x̄i

∂xh
∂x̄j

∂xk ...eqn(2)

We then equate the right hand sides of both (1) and (2) to obtain:

ghkX
hY k = ḡij

∂x̄i

∂xh
∂x̄j

∂xk ...(3)

If we can find a way to remove theXhY k then we would arrive at the covariant transformation
rule. If we think back to section 4, where we discussed how a covariant field can be applied to
an entire manifold, we saw that evaluating at the pointx(m), then we would get:

ghk = ḡij = ∂x̄i

∂xh
∂x̄j

∂xk

At m. In addition, we can follow the section 4 example further by saying:

Xi(m) =

{

1 i = h
0 i 6= h

, Y j(m) =

{

1 j = k
0 j 6= k

Finally, substituting these into equation (3) gives the type (0, 2) covariant tensor tansformation
rule:

ghk = ḡij
∂x̄i

∂xh
∂x̄j

∂xk

6.2 The Metric Tensor

We had defined a set of quantitiesgij by:

gij = ∂
∂xj .

∂
∂xi

Now, if Xi andY i are any contravariant fields on M, thenX · Y is scalar, and:

x.y = Xi ∂
∂xi .Y

j ∂
∂xj = gijX

iY j

Thisgij is a type (0, 2) tensor. We call this tensor themetric tensorinherited from the embedding
of M in Es
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7 Riemannian Manifolds

7.1 The Inner Product

The inner product is a generalization of the familiar dot product. In vectorspace it multiplies
vectors together to form scalars.
A smooth inner producton a manifold M is a smooth function<,>, which associates with each
pair of contravariant vector fields X, Y a scalar< X,Y >, which has the following properties:

• Symmetry:< x, y >=< y, x >

• Bilinearity: < ax, by >= ab < x, y >

• Non Degeneracy: if< x, y >= 0 for all y then x=0

Such an object is known as a symmetric bilinear form. A manifold endowed with a smooth
inner product is known as aRiemannian manifold. Thus, ifx is a chart and p is some point in
the domain ofx then:

< x, y >= xiyj < ∂
∂xi ,

∂
∂xj >

Where< x, y > is the scalar field,xi, yj are contravariant vectors and< ∂
∂xi ,

∂
∂xj > is a smooth

inner product which we write asgij . Thesegij are the type(0,2) fundamental or metric tensors
of a Riemannian manifold.

7.1.1 Examples:

• If M = En, we already saw thatgij = δij

• The Minkwoski metric:

gij = G =









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −c2









Where c is the speed of light. We call this manifoldflat Minkowski spaceM4. In Minkowski
space the length of vectors is different to that of Euclidean space. The length is determined by
the metric...
In 3D Euclidean space:

d(x, y) =
[

(y1 − x1)
2 + (y2 − x2)

2 + (y3 − x3)
2
]1/2

Whereas in Minkowski 4-space:

d(x, y) =
[

(y1 − x1)
2 + (y2 − x2)

2 + (y3 − x3)
2 − c2(y4 − x4)

]1/2

There are therefore some major differences between Euclidean and Minkowski space. In Eu-
clidean space, the set of all points a distancer from a point inE3 is just a sphere of radiusr. In
Minkowski space, the set of all points a distancer from a point inM4 is a hyperbolic surface.
There is also an interesting difference atr = 0 where in Euclidean space we get a point and in
M4 we get a cone. This cone is called a light cone.
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Figure 23: Euclidean light cone and minkowski hyperbola schematic.

We can use the inner product to find the metric of a manifold. For example, if wewish to find
the metric for our usual example, a sphere of radius r and local coordinatesx1 = θ andx2 = φ.
In order to obtain the metric we need to find the inner product of the basis vectors ∂

∂x1 ,
∂

∂x2 in
the ambient spaceEs.

jthambient coordinate= ∂yi

∂xi

Where, for our sphere:

y1 = r sin(x1) cos(x2)

y2 = r sin(x1) sin(x2)

y3 = r cos(x1)

So, finding our collection of ambient coordinates,∂y1

∂x1 ,
∂y2

∂x1 ,
∂y3

∂x1

∂

∂x1
=

(

r cos(x1) cos(x2), r cos(x1) sin(x2),−r sin(x1)
)

∂

∂x2
=

(

−r sin(x1) sin(x2), r sin(x1) cos(x2), 0)
)

Now, remembering that(<,>) is an extension of the dot product, we analysegij ...
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g11 =< ∂
∂x1 ,

∂
∂x1 >

g11 = r2 < (cos(x1) cos(x2), cos(x1) sin(x2),− sin(x1)), (cos(x1) cos(x2), cos(x1) sin(x2),− sin(x1)) >
= r2

[

cos2(x1)(cos2(x2) + sin2(x2)) + sin2(x1)
]

= r2
[

cos2(x1) + sin2(x1)
]

= r2

g22 =< ∂
∂x2 ,

∂
∂x2 >

= r2 < (− sin(x1) sin(x2), sin(x1) cos(x2), 0), (− sin(x1) sin(x2), sin(x1) cos(x2), 0) >
= r2

[

sin2(x1) sin2(x2) + sin2(x1) cos2(x2)
]

= r2
[

sin2(x1)(sin2(x2) + cos2(x2))
]

= r2 sin2(x1)

g12 = g21 =< ∂
∂x1 ,

∂
∂x2 >

= r2 < (cos(x1) cos(x2), cos(x1) sin(x2),− sin(x1)), (− sin(x1) sin(x2), sin(x1) cos(x2), 0) >
= r2

[

− cos(x1) cos(x2) sin(x1) sin(x2) + cos(x1) sin(x2) sin(x1) cos(x2) + 0
]

= r2 [0]
= 0

∴ gij =

(

r2 0
0 r2 sin2(x1)

)

7.2 Diagonalizing The Metric

If we let G be the matrix ofgij in a local coordinate system, evaluated at some pointp on
a Riemannian manifold. From our rules, the scalar field resulting from an inner product is
symmetric. It then follows, from study of matrices in other modules, that there issome invertible
matrixPij = Pji:

PGP T =









±1 0 0 0
0 ±1 0 0
0 0 ±1 ...
... 0 0 ±1









WhereP T is the transpose of P. The sequence (±1,±1,±1,±1) is called the signature of the
metric at p.

• EuclideanE3 signature: (1, 1, 1)

• MinkowskiM4 signature: (1, 1, 1, -1)

We can now define change of coordinates via:

xi = Pij x̄
j

then ∂xi

∂x̄j=Pij
and so:

gij = ∂xa

∂x̄i gab
∂xb

∂x̄j = PiagabPjb

Piagab(P
T )bj = (PGP T )ij

with, at the point p:

gij =









±1 0 0 ...
0 ±1
0
... ±1








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∴ for the metric, the unit base vectorsei = ∂
∂x̄i are orthogonal; that is:

< ei, ej >= ±δij

Note that in our initial conditions we stated that the smooth inner product is non degenerate, i.e.
if < x, y >= 0 for all y then x = 0. This is equivalent to requiring that thedet(gij) 6= 0. That
is, we don’t want any singularities (the determinant gives an area enclosed by some points, we
don’t want this to be zero!).

7.3 The Square Norm

If X is a contravariant vector field of M, then thesquare normof X is given by:

‖ X ‖2=< X,X >= gijX
iXj

If ‖ X ‖2<,>,= 0 we call X timelike, spacelike and null respectively. If X is not spacelike,
then we can define:

‖ X ‖=
√

‖ X ‖2 = (gijX
iXj)1/2

Given that< X,X > is a scalar field,‖ X ‖ is also a scalar field.

7.4 Arc length

A path C on a manifold which is paramaterised asx = x(t) is non-null if:

‖ dxi

dt ‖2= gij
dxi

dt
dxj

dt 6= 0

in which case it is always timelike or spaceline. If C is a non null path in M, then we define its
length as follows...
Break the path into segments S, each of which lie in some coordinate neighborhood and define
the length of S by:

L(a, b) =
∫ b
a

[

±gij
dxi

dt .
dxj

dt

]1
/2dt

where the± is chosen as +1 for spacelike and -1 for timelike curves. Equivalently:

L(a, b) =
∫ b
a

√

‖ dxi

dt ‖2dt =
∫ b
a ‖ dxi

dt ‖ dt

In differential form, we are defining thearc-lengthas:

ds2 = ±gijdx
idxj

This definition is independent of the chart chosen since the resultant value is a scalar.

8 Covariant Differentiation

When considering a parallel vector field on a manifold, we check if it is parallel by following
a path and taking the derivative of the vector field iwth respect to the paramaterised path t. In
rectilinear coordinates we should get zero, however this may not be the case in curvilinear co-
ordinates, where the vector field may change direction as we move along the curved coordinate
axis. i.e. ifXj is a field, we check for parallelism by takingdXj

dt along the pathxi = xi(t)...
however, there are some issues...
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Figure 24: A parallel field on a sphere.

Geometric Issue: If we consider a parallel field on a sphere, The field is circulating and
therefore non-constant,dX

dt 6= 0, which does not result in parallelism! (However, the projection
of dX

dt parallel to the manifolddoesvanish - see later).

Algebraic Issue:SinceX̄j = ∂X̄j

∂XhX
h, we get by the product rule:

dX̄j

dt = ∂2X̄j

∂Xk∂Xh
dXk

dt + dX̄j

dXh
dXh

dt

This shows that if the second derivative does not vanish,dX̄j

dt does not transform a vector field.
We therefore cannot check for parallelism.
The projection ofdX

dt along M will be called acovariant derivativeof X w.r.t t and is written
DX
dt .

8.1 Working Towards The Covariant Derivative

8.1.1 Projection Onto The Tangent Space

For a manifold embedded in s-dimensional Euclidean space with a metricg as consequence (of
the embedding), a vector V inEs has a projectionπV to a local vectorTm with coordinates:

(πV )i = gik(V.
∂

∂xk
) (1)

Wheregik is the matrix inverse ofgij andgij = ∂
∂x1

∂
∂x2 as before. I am going to take this as a

given for now.

8.1.2 Christoffel Symbols

The partial derivatives of the metric in terms of its ambient coordinates are, using the product
rule:

∂
∂xp gqr = ∂

∂xp

[

∂ys

∂xq
∂ys

∂xr

]

= ∂2ys

∂xp∂xq
∂ys

∂xr + ∂2ys

∂xr∂xp
∂ys

∂xq

We write this using “comma notation”:

gqr,p = ys,pqys,r + ys,rpys,q

Now, by cycling through the indices q, r and p (permuting them) we get 3 equations in total:
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gqr,p = ys,pqys,r + ys,rpys,q

grp,q = ys,qrys,p + ys,pqys,r

gpq,r = ys,rpys,q + ys,qrys,p

We can then solve forys,pqys,r by adding the first two equations and subtracting the first.

gqr,p + grp,q = 2ys,pqys,r + ys,rpys,q + ys,qrys,p

gqr,p + grp,q − gpq,r = 2ys,pqys,r+ 6 ys,rpys,q+ 6 ys,qrys,p− 6 ys,rpys,q− 6 ys,qrys,p

We then make the following definition of the Christoffel symbol by rearranging for ys,pqys,r:

• Christoffel Symbol Of The First Kind:

[pq, r] = 1/2[gqr,p + grp,q − gpq,r]

• Christoffel Symbol Of The Second Kind:
{

i
pq

}

= gir[pq, r] = 1
2g

ir[gqr,p + grp,q − gpq,r]

These quantities arenot tensors, instead they transform as follows:

• Transformation law for first kind:

[hk, l] = [ri, j] ∂x̄r

∂xh
∂x̄i

∂xk
∂x̄j

∂xl + ḡij
∂2x̄i

∂xh∂xk
∂x̄j

∂xl

• Transformation law for second kind:
{

p

hk

}

=

{

t
ri

}

∂xp

∂x̄t

∂x̄r

∂xh
∂x̄i

∂xk + ∂xp

∂x̄t
∂2x̄t

∂xh∂xk

We can now use this to work towards an expression for the covariant derivative. By its definition
as the projection of the derivative of the vector field onto the manifold, we get:

DX
dt = π dX

dt

Which, via equation 1, has local coordinates:
DXi

dt = gir
(

dX
dt · ∂

∂xr

)

The bracekted term is evaluated using global coordinates.dX
dt has global coordinates given by:

dX
dt = d

dt

(

Xp ∂ys

∂xp

)

= dXp

dt
∂ys

∂xp +Xp ∂2ys

∂xp∂xq
dxq

dt

Then, substituting this into the bracket, we get:

dX
dt · ∂ys

∂xr = dXp

dt
∂ys

∂xp
∂ys

∂xr +Xp ∂2ys

∂xp∂xq
∂ys

∂xr
∂xq

∂t

= dXp

dt gpr +Xp[pq, r]dxp

dt

So, putting this back into our expression for covariant derivative:
DXi

dt = gir
(

dX
dt · ∂

∂xr

)

= gir
(

dXp

dt gpr +Xp[pq, r]dxq

dt

)

We get

DXi

dt = δi
p

dXp

dt +Xp
{

i
pq

}

dxq

dt

DXi

dt = dXi

dt +Xp
{

i
pq

}

dxq

dt

This is the expression for thecovariant derivative. For a general Riemannian manifold, it is a
contravariant vector. This allows us, for a field of vectors of constantlength, to check if it is
parallel by askingDXi

dt = 0?
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8.2 The Covariant Partial Derivative

If we re-write the expression for covariant derivative as:

DXi

dt = ∂Xi

∂xq
dxq

dt +
{

i
pq

}

Xp dxq

dt

=
[

∂Xi

∂xq +
{

i
pq

}

Xp
]

dxq

dt

The quantity in brackets is thus responsible for the conversion of the vector dxq

dt → DXi

dt . It is a
type (1,1) tensor which we call theqth covariant partial derivative ofXi...

• Covariant partial derivative of Xi:

Xi
|q = ∂Xi

∂xq +
{

i
pq

}

Xp

We now see where the name “covariant derivative” comes from, since thecovariant partial
derivative is always using the covariant index! Similarly, for global coordinates we get

• Covariant partial derivative of Yp

Yp|q =
∂Yp

∂xq −
{

i
pq

}

Yp

9 The Riemann Curvature Tensor

For a vector fieldXj , we showed in the previous section that a parallel vector field of constant
length M must satisfyDXj

dt = 0 for any path in M. The vector fieldXj is parallel along a curve
if it satisifes:

DXj

dt = dXj

dt + Γj
ihX

i dxh

dt = 0

For some specified curve. Here we are writing the Christoffel symbol

{

j

ih

}

asΓj
ih

Figure 25: A parallel vector field along a curve C on some manifold M.

If Xj is parallel along the curve, which has paramaterization with domain [a,b] and corre-
sponding pointsα andβ on M, then, since:

dXj

dt = −Γj
ihX

i dxh

dt ... (I)

we can integrate to obtain

Xj(β) = Xj(α) −
∫ b
a Γj

ihX
i dxh

dt ... (II)

If Xj(α) is any vector at the pointα ∈ M and if the curve C is any path fromα to β in M,
then theparallel transportof Xj(α) along C is the vectorXj(β) given by the solution to equn
I with initial conditions given byXj(α).
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Figure 26: Parallel transport on the surface of a sphere from a startingvector.

9.1 Working Towards The Curvature Tensor

First, we ask under what conditions parallel transport is independent of the path taken? If this is
the case thenDXj

dt = 0 and so equation I can be used to create a parallel vector field of constant
length on M (see previous section on covariant derivative).
We investigate this by taking some fixed vectorV = Xj(a) and parallel transporting it round a
small rectangle, where we call the first two coordinates of the start point:

x1(a) = r, x2(a) = s

We then chooseδs andδr to be so small that the following paths are written within the coordi-
nate neighborhood in question:

C1 : xj(t) =







xi(a) i 6= 1, 2
r + tδr i = 1
s i = 2

C2 : xj(t) =







xi(a) i 6= 1, 2
r + δr i = 1
s+ tδs i = 2

C3 : xj(t) =







xi(a) i 6= 1, 2
r + (1 − t)δr i = 1
s+ δs i = 2

C4 : xj(t) =







xi(a) i 6= 1, 2
r i = 1
s+ (1 − t)δs i = 2

These paths are shown in figure 27 Now, if we parallel transportXj(a) along C, we must have
via equation II:

Xj(b) = Xj(a) −
∫ 1
0 Γj

ihX
i dxh

dt dt

Where we translate the vector from the origin toC1 = 1. This is thus:

Xj(b) = Xj(a) −
∫ 1
0 Γj

i1X
idrdt

The integrand termΓj
i1X

i varies as a function of the paramaterizing variablet onC1. However,
if the path is a small one, the integral is approximately equal to the value of the integrand at the
midpoint of the path segment...

Xj(b) = Xj(a) − Γj
i1X

i(middleOfC1)δr

≈ Xj(a) − (Γj
i1X

i(a) + 0.5 ∂
∂x1 (Γj

i1X
i)δr)δr
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Figure 27: Path segments which form a small rectangle for the study of parallel transport.

Where the partial derivative is evaluated at the pointa. Similarly:

Xj(c) = Xj(b) −
∫ 1
0 Γj

i2X
iδsdt

≈ Xj(b) − (Γj
i2X

i(middleOfC2))δs

≈ Xj(b) − (Γj
i2X

i(a) + ∂
∂x1 (Γj

i2)δr + 0.5 ∂
∂x2 (Γj

i2X
i)δs)δs

Where, again, all partial derivatives are evaluated at point a. Continuing with the rest of the
path...

Xj(d) = Xj(c) −
∫ 1
0 Γj

i1X
iδrdt

≈ Xj(c) − (Γj
i1X

i(middleOfC3))δrdt

≈ Xj(c) − (Γj
i1X

i(a) + 0.5 ∂
∂x1 (Γj

i1X
i)δr + ∂

∂x2 (Γj
i1X

i)δs)δr

And the vector arrives back at the point a according to:

X∗j(a) = Xj(d) +
∫ 1
0 Γj

i2X
iδsdt

≈ Xj(d) + (Γj
i2X

i(middleOfC4))δr

≈ Xj(d) + (Γj
i2X

i(a) + 0.5 ∂
∂x1 (Γj

i2X
i)δs)δs

WhereX∗j(a) is the new vector at the pointa. We can then arrive at the total change in vector:

X∗j(a) −Xj(a) = δXj ≈ ( ∂
∂x2 (Γj

i1X
i) − ∂

∂x1 (Γj
i2X

i))δrδs

Now, analyze partial derivatives using the product rule:

δXj = (Xi ∂
∂x2 Γj

i1 + Γj
i1

∂
∂x2X

i −Xi ∂
∂x1 Γj

i2 − Γj
i2

∂
∂x1X

i)δrδs ... (III)

Next, given a chain rule formula:

DXj

dt = Xj
1h

dxh

dt

Since RHS must equal zero, this implies thatXj
1h = 0 for all p and k. Since thedxh

dt are
non-zero, this means that:

∂Xj

∂xh + Γj
ih = 0
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so that

∂Xj

∂xh = −Γj
ihX

i

We now sub these into III to obtain:

δXj ≈ (Xi ∂
∂x2 Γj

i1 − Γj
i1Γ

i
p2X

p −Xi ∂
∂x1 Γj

i2 + Γj
i2Γ

i
p1X

p)δrδs

Where everything in the brackets is evaluated at a. Now change dummy indices in 1st and 3rd
terms to obtain:

δXj = ( Γj
p1 − Γj

i1Γ
i
p2 − Γj

p2 + Γj
i2Γ

i
p1)X

pδrδs

This formula has the form:

δXj ≈ Rj
p12X

pδrδs

Where the quantityRj
p12 is known as thecurvature tensor:

Ra
bcd = (Γi

bcΓ
a
id − Γi

bdΓ
a
ic +

∂Γa
bc

∂xd − ∂Γa
bd

∂xc )

With Ra
bcd = −Ra

bdc, i.e. it is asymmetric with respect to the last two covariant indices.
The condition that parallel transport be independent of path is that the curvature tensor vanishes.
A mamifold with zero curvature is calledflat.

9.2 Ricci And Einstein Tensors

TheRicci tensor is written as

Rab = Riabi = gijRajbi

Where we can raise the indices of any tensor, thus giving:

Rab = gaigbjRij

TheEinstein tensor is written as:

Gab = Rab − 1
2g

abR

Where R is theRicci scalarand is given by:

R = gabRab = gabgcdRabcd

These quantities will be used in upcoming sections.

10 The Stress and Relativistic Stress-Energy Tensors

10.1 The Classical Stress Tensor

The classical stress tensor measures internal forces that parts of a medium exhert on other parts
of itself (even in equilibrium forces are exherted). For example a surface element separating
components in a body, these components will be exherting a force on one another through the
surface element∆S, which in equilibrium cancel. More formally, we define a surface element
vector with magnitude∆S and direction̂n perpendicular to the surface element∆~S = ∆Sn̂.
Associated with this surface element is a vector representing the force exherted by the fluid
behind the surface element (i.e. the fluid on the opposite side ton̂).
The force per unit area (i.e. pressure) is given by:
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Figure 28: The components used in constructing the stress tensor

~T (n̂) = lim∆S→0
∆~F
∆S

T is a function ofn̂, however if we do not consider a unit vector, we can equally define~T
of some arbitrary vector~v via ~T ( ~v

|~v|) and multiply the RHS by|~v|. Therefore, for general~v
perpendicular to∆S:

~T (n̂) = lim∆S→0
∆~F
∆S |~v|

~T operates on vector fields to give new vector field and we call it thestress tensor. For example,
the a-component of stress on the b-interface isT ab.

10.2 The Relativistic Stress-Energy Tensor

We now look to generalize the stress tensor to 4-dimensional space. We choose to work the 4D
manifold with the (1,1,1,-1) signature, i.e. Minkowski space. Note that in the rest of this section
time is redifined such that c = 1 (i.e. it is the time for light to travel “one spatial unit”). So, we
begin with our definition of the stress-tensor:

~T (n̂) = ∆~F
∆S

for a surface element. Firstly, we get rid of unit vectors since they do notappear in Minkowski
space.

~T (n̂∆S) = ∆~F

the above is the total force across the surface element. Now multiply both sidesby a time
coordinate (x4) increment:

~T (n̂∆S)∆x4 = ∆~F∆x4 = ∆~p

Where p is the 3-momentum. This works well in 3 dimensions. In other words:

~T (n̂∆V ) = ∆~p or ~T (∆V ) = ∆~p

WhereV is the volume in Euclidean 4-space. However, the generalization to 4 dimensions is
tougher...
We can replace the 3-momentum by the 4-momentum~P easily enough. We then fix the RHS by
noting thatn∆~S∆x4 is 3D quantity (e.g.∆~S → x1, x2,&t→ x4) we then re-write these as:

(△V )i = ǫijkl∆x
j∆xk∆xl
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which gives

~T (∆~V ) = ∆~P

Whereǫijkl is the Levi-Civita tensor, which comprises the determinant of the set of vectors:

ǫijkl = det( ~Di
~Dj
~Dk
~Dl)

where~D is the matrix of∂xk

∂x̄l . However, in order for this equation to be accurate we require that

∆~V be very small (in terms of coordinates) and we therefore re-write in differential form:

~T (h3∆~V ) = limh→0
~P (h)

and

~T (∆~V ) = limh→0
~P (h)
h3

This converts a covariant vector∆~V to a contravariant vector field~P , it is the relativistic stress-
energy tensor. The stress-energy tensor in a comoving frame of some particle in a perfect fluid
(that is no viscosity or heat conduction) is:

T =









p 0 0 0
0 p 0 0
0 0 p 0
0 0 0 ρ









whereρ is the total energy density (or the energy per unit volume) along the time axis. We can
then use the fact that the particle’s 4-velocity in its own frame isu = (0001) or:

uaub =









0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1









and the metric tensor for Minkowski space:

g =









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 -1









to get:

T ab = (ρ+ p)uaub + pgab

This is the stress-energy tensor for a perfect fluid (no viscosity or heat conduction) as measured
in a comoving frame.
Finally, since energy and momentum are conservec we get:

~▽ · ~T = 0, (~▽ · ~T )j = T jk
k = 0

This is Einstein’s conservation law.
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11 The Einstein Field Equations

I am well aware of Newtonian gravity, with gravitational potentialφ:

~F = ~▽φ (I)

and Poisson’s equation:

▽2φ = 4πρG (II)

whereρ is density andG is the graviational constant.
We look to find the relativistic version of Poisson’s equation.

• First step: Generalize mass density to energy density, i.e. use stress-energy tensorinstead
T instead ofρ.

• Second step:What aboutφ? φ affects the trajectory of particles, however we also saw
in PHYM432 that the metric is what determines the trajectory of particles (geodesics),
thus we generalizeφ asg. Now the idea of a gravitational “force”~▽φ is replaced by a
geometric construct.

• Third Step: Modify the operator~▽ to some, as yet unknown 2nd order differential oper-
ator∆. We can therefore generate equation (I) to:

∆g∗∗ = kT ∗∗

where k is some constant. In a comoving frame∆g is a linear combination ofgab
ij , g

ab
i and

gab and must be symmetric (sinceT is). We have already seen such objects in the form of
Ricci tensorsRab, gabR as well as the metric tensorgab. We therefore select a candidate
solution:

Rab + µgabR+ Λgab = kT ab (III)

We now apply the conservation lawT ab
|a = 0 giving:

Rab + µgabR)|b = 0 (a)

sincegab
|b = 0.

Then, since Einstein tensor in section 9.2 was:

(Rab − 1/2gabR) = Gab

and

Gab
|b = 0 = (Rab − 1/2gabR)|b (b)

(a) - (b) then gives:

(Rab + µgabR−Rab + 1/2gabR)|b = 0

(µ+ 1/2)gabR|b = 0

= (µ+ 1/2)R|b = 0

which implies that generallyµ = −1/2. Therefore equation (II) becomes:
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Gab + Λgab = kT ab

Finally given that we require that these equations reduce to Newton’s law,we necessarily require
thatk = 8π

Gab + Λgab = 8πT ab

These are Einstein’s field equations. The constantΛ is the cosmological constant. Originally it
was setΛ = 0 but its actual value is not certain at present. Have now reached the stagewhere
further application of this equation is covered in PHYM432.
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